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Overview

Robotics as a Key Economic Enabler
Last year, robotics celebrated its 50-year anniversary in terms of deployment of the first industrial robot
at a manufacturing site. Since then, significant progress has been achieved. Robots are being used
across the various domains of manufacturing, services, healthcare/medical, defense, and space. Robot-
ics was initially introduced for dirty, dull, and dangerous tasks. Today, robotics are used in a much
wider set of applications, and a key factor is to empower people in their daily lives across work, leisure,
and domestic tasks. Three factors drive the adoption of robots: i) improved productivity in the increas-
ingly competitive international environment; ii) improved quality of life in the presence of a signifi-
cantly aging society; and iii) removing first responders and soldiers from the immediate danger/action.
Economic growth, quality of life, and safety of our first responders continue to be key drivers for the
adoption of robots. 

Robotics is one of a few technologies that has the potential to have an impact that is as transformative as
the Internet. Robotics is already now a key technology for inshoring of jobs by companies such as Apple,
Lenovo, Tesla, Foxconn, and many others and citizens who used to have to rely on family or nurses for
basic tasks such as shaving, preparing a meal, or going to the restroom are having a higher degree of in-
dependence. In the aftermath of the earthquake in Fukushima, it was evident that it would be a chal-
lenge to get an actual sense of the resulting destruction without the deployment of robots for
assessment of the magnitude of the damage and assessment of the environmental impact. A similar use
of robot systems was also demonstrated in the aftermath of the well blowout in the Gulf of Mexico. 

To fully evaluate the potential of using robotics across the set of available applications, a group of more
than 160 people came together in five workshops to identify: i) business/application drivers; ii) the cur-
rent set of gaps to provide solutions to end-users; and iii) R&D priorities to enable delivery on the busi-
ness drivers. The meetings were topical across manufacturing, healthcare/medical robotics, service
robotics, defense, and space. The workshops took place during the second half of 2012. At each work-
shop, there was a mixture present of industry users, academic researchers, and government program
managers to ensure a broader coverage of the topics discussed. Robotics is one of a few technologies ca-
pable of near-term building new companies, creating new jobs, and addressing a number of issues of
national importance. 

This report is a follow-up to the CCC-sponsored roadmap that was published in May 2009 and presented
to the Congressional Caucus on Robotics on May 21, 2009. That roadmap subsequently led to the cre-
ation of the National Robotics Initiative (NRI), which is jointly sponsored by NSF, USDA, NASA, and
NIH. The NRI was launched in 2011. The present roadmap is an update to the former document in the
areas of manufacturing, healthcare/medical, and service robotics. In recognition of the important role
that space and defense robotics has both to R&D but also as early adopters, new chapters were added for
those areas. These new sections should primarily be seen as identifying areas with dual and multiple-use
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potential and areas with a clear potential for multi-domain coordination. As such, the space and defense
sections are complementary to independent roadmaps developed by agencies within those domains.
The update of the roadmap has been organized by the Robotics Virtual Organization

Roadmap Results: Summary of Major Findings
Robotics technology holds the potential to transform the future of the country and is expected to•
become as ubiquitous over the next decades as computer technology is today.

Through adoption of robots in flexible manufacturing, it is possible to generate production sys-•
tems that are economically competitive to outsourcing to other countries with lower wages.

A key driver in adopting robotics technology is the aging population that results in an aging•
workforce but it also poses a number of challenges to the healthcare system. 

Robotics technology has advanced sufficiently to allow for “human augmented” labor that en-•
ables acting on the vision of co-workers who assist people with dirty, dull, and dangerous tasks,
and it facilitates a new generation of systems for domestic support to improve quality of life for
the broader population. In addition, robots have already proven their value in removing first-re-
sponders and soldiers from immediate danger. 

Robotics technology offers a unique opportunity to invest in an area that has a real potential for•
new jobs, increased productivity, and to add to worker safety in the short-term. It will allow an
acceleration of inshoring of jobs, and longer-term, will offer improved quality of life in a society
that is expected to experience significant aging. 

Each of the areas covered by the roadmap identifies both near- and long-term applications of ro-•
botics technology, establishing 5-, 10-, and 15-year goals for critical capabilities required to pro-
vide such applications, and identifies the underlying technologies needed to enable these critical
capabilities. 

While some critical capabilities and underlying technologies are domain-specific, the systems ef-•
fort identified a number of critical capabilities that are common across the board, including ro-
bust 3-D perception, planning and navigation, human-like dexterous manipulation, intuitive
human-robot interaction, and safe robot behavior. 
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Area Specific Conclusions

Manufacturing
The manufacturing sector represents 14% of the GDP and 11% of the total employment. Close to 70% of
the net export from the U.S. is related to manufacturing. The sector represents a very important area to
the general economic health of the country. 

Over the last four decades, tremendous progress has been achieved in the use of robots, and in particu-
lar, in the automotive sector. More recently, the electronics sector has taken over as the dominant sector.
The sale of robotics for manufacturing grew 44% during 2011, which is a clear indictor of the revitaliza-
tion of the production system in the U.S. Robots have been used as a facilitator to inshore manufactur-
ing for companies such as Apple, Lenovo, Samsung, and Foxconn. The use of robots is shifting from big
companies such as GM, Ford, Boeing, and Lockheed Martin to small- and medium-sized enterprises to
enable burst manufacturing for one-off products. The continued progress in this area relies on further
progress in the area of integrated design, integration from design to manufacturing, new methods for
cyber-physical systems integration, and a higher degree of computer-mediated manufacturing. Finally,
there is also a need to educate a new generation of workers for the factory floor and to provide clear ca-
reer paths for young people entering the field of manufacturing.

Medical Robots
Over the last few years, we have seen 40+% annual growth in the number of medical procedures per-
formed using robots. They were initially introduced for use in cardiothoracic, gynecology, and urology.
More recently, a broader set of procedures is pursued across orthopedics, neurology, and general sur-
gery. Use of robots for surgery can reduce the number of complications by 80% and also allow a signifi-
cant reduction in the time for hospitalization as well as a significantly faster return to the workforce
and to a normal life. Due to the aging of society, the number of expected surgical procedures is expected
to double over the next 15 years. More than 140,000 people in the U.S. are diagnosed with stroke every
year. For stroke victims, it is important to receive early support for rehabilitation. Use of robots has
been demonstrated to allow for faster and more complete recovery from stroke. It is essential to con-
tinue to develop and deploy robot systems for improvement in medical procedures and to reduce the
overall cost of care. 

Healthcare
More than 11 million people live with severe disabilities and need personal assistance. The cost of assis-
tance from a certified nurse is $24K annually and a service dog typically costs $15K plus there is a signifi-
cant wait. In addition, more than 5.4 million people live with dementia and are in need of cognitive
support for their daily lives. Robots have recently been demonstrated both for rehabilitation and as a re-
placement for service dogs. The robots can provide significant support as part of daily life for mobility,
for basic tasks such as getting out of bed, preparing a meal, personal hygiene, etc. Robotics technology
allows for a significant improvement in quality of life and a reduction in the cost of support by allowing
people to live independent for a longer period of time. 
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Service Applications

Robots are used both in professional and domestic service applications. More than 6 million au-
tonomous vacuum cleaners have been purchased, and more than 200,000 autonomous lawn mowers are
used worldwide. Robots have also been deployed for personal security applications. Professional service
applications include inspection of power plants and infrastructure such as bridges. Service robots are
also used in logistics applications such as delivery of beddings, meals, and pharmaceuticals at hospitals.
The annual growth in professional service robots is 30%, and in domestic service applications, the
growth is 20+%. U.S. companies have dominated this area, and it is considered important to maintain
the momentum. 

Space
Over the last decade, we have seen tremendous progress in science exploration of Mars through use of
robotics systems such as Spirit and Opportunity. The systems have enabled extended missions on a far-
away planet without deployment of astronauts. More recently, robots have also been deployed on the in-
ternational space station to explore how some of the menial tasks can be performed by a robot in
comparison to use of astronauts. Repetitive, high-precision, and extended tasks are all examples of
where a robot may offer an advantage over use of humans. In addition, progress in these advanced ap-
plications offers important insight into how the same systems can be used in daily lives, which is one of
the reasons that NASA and GM have teamed up to design and deploy the Robonaut system in the ISS.
Going forward, there is no doubt that unmanned space exploration, will, in many ways, benefit from the
use of robotics technologies to go where no man has gone. 

Defense
At the height of the intervention in Iraq and Afghanistan, more than 25,000 robotics systems were de-
ployed with a fairly even divide between ground and aerial systems. Unmanned aerial systems allow for
extended missions, and the risk to the pilot is eliminated. Today, more than 50% of the pilots entering
the Air Force become operators of remotely piloted systems rather than becoming regular airplane pilots.
The opportunity for deployment in civilian airspace is explored through a new FAA initiative. The dual-
use opportunities are tremendous. In a decade, airfreight may be transported coast-to-coast or
transoceanic by remotely piloted aircrafts. Ground robots offer added safety for the warfighter in dis-
mantling improved explosive devices and in gaining early intelligence before entering unknown terri-
tory. The increased distance between the warfighter and/or first responders is of tremendous value. 

Further Information
www.robotics-vo.us

Contact: Henrik I. Christensen, PhD
KUKA Chair of Robotics
Georgia Institute of Technology
Atlanta, GA 30332-0180
Phone: +1 404-385-7480 
Email: hic@cc.gatech.edu
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Roadmap for Robotics in Manufacturing

Executive Summary
Restructuring of U.S. manufacturing is essential to the future of economic growth, the creation of new
jobs, and ensuring competitiveness. This, in turn, requires investment in basic research, development of
new technologies, and integration of the results into manufacturing systems. 

Federal Investments in research in manufacturing can revitalize American manufacturing. Investing a
small portion of our national resources into a science of cost-effective, resource-efficient manufacturing
would benefit American consumers and support millions of workers in this vital sector of the U.S. econ-
omy. It would allow our economy to flourish even as the ratio of workers to pensioners continuously de-
creases. Such a research and development program would also benefit the healthcare, agriculture, and
transportation industries, and strengthen our national resources in defense, energy, and security. The
resulting flurry of research activity would greatly improve the quality of “Made in the U.S.A.” and invig-
orate productivity of U.S. manufacturing for the next fifty years. This strategy has already been articu-
lated in the administration’s “Advanced Manufacturing Partnership” (AMP) and in the proposal for a

“National Network for Manufacturing Innovation” (NNMI).

Robotics is a key transformative technology that can revolutionize manufacturing. American workers no
longer aspire to low-level factory jobs and the
cost of U.S. workers keeps rising due to in-
surance and healthcare costs. Even when
workers are affordable, the next generation
of miniaturized, complex products with short
life cycles requires assembly adaptability,
precision, and reliability beyond the skills of
human workers. Improved robotics and au-
tomation in manufacturing will: a) retain in-
tellectual property and wealth that would
otherwise go offshore; b) save companies by making them more competitive; c) provide jobs for develop-
ing, producing, maintaining and training robots; d) allow factories to employ human-robot teams that
leverage each others’ skills and strengths (e.g., human intelligence and dexterity with robot precision,
strength, and repeatability), e) improve working conditions and reduce expensive medical problems;
and (f) reduce manufacturing lead time for finished goods, allowing systems to be more responsive to
changes in retail demand. Indeed effective use of robotics will increase U.S. jobs, improve the quality of
these jobs, and enhance our global competitiveness. The advantages have already been recognized by
companies such as Apple, Lenovo and Tesla in their setup of new factories in the U.S. Through utiliza-
tion of robotics and automation, the expectation is that such in-shoring will continue to flourish. 

“Effective use of robotics will increase U.S.

jobs, improve the quality of these jobs,

and enhance our global competitiveness.”
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This white paper summarizes the strategic importance of robotics and automation technologies to man-
ufacturing industries in the U.S. economy, describes applications where robotics and automation tech-
nologies will dramatically increase productivity, and outlines a visionary research and development
roadmap with key research areas for immediate investment to reach these goals.

1.  Introduction
This document summarizes the activities and results of a
workshop on manufacturing and automation robotics that
was carried out under the auspices of the Robotics-VO, an or-
ganization sponsored by the National Science Foundation.
The workshop was one of five organized to update A Roadmap
for U.S. Robotics: From Internet to Robotics [NRR 09]. The objec-
tive of the workshop was an update of the roadmap consider-
ing progress over the last 4-5 years. The research agenda
proposed in this report will lead to a significant strengthening
of the manufacturing sector of the U.S. economy, a well-
trained, technologically astute workforce, the creation of new
jobs, and broad-based prosperity for Americans.

The terms “robotics” and “automation” have a precise technical meaning. According to the Robotics and
Automation Society of the Institute of Electronics and Electrical Engineers, “Robotics focuses on sys-
tems incorporating sensors and actuators that operate autonomously or semi-autonomously in coopera-
tion with humans. Robotics research emphasizes intelligence and adaptability to cope with
unstructured environments. Automation research emphasizes efficiency, productivity, quality, and reli-
ability, focusing on systems that operate autonomously, often in structured environments over ex-
tended periods, and on the explicit structuring of such environments.” 

The Manufacturing and Automation Robotics Workshop was held on October 2, 2012 in Washington
D.C. (http://robotics-vo.us/node/201). The goal was three-fold: First, to determine the strategic impor-
tance of robotics and automation technologies in manufacturing industries in the U.S. economy (Sec-
tion 2); second, to determine applications where robotics and automation technologies could increase
productivity (Section 3); and third, to determine research and development that needs to be done in
order to make robotics and automation technologies cost effective in these applications (Section 4). To
achieve this, whitepapers describing current uses and future needs of robotics in industry were solicited
from professionals responsible for manufacturing in their companies. A number of academics were also
invited to ensure broad coverage across research and practice.

2.  Strategic Importance of Robotics in Manufacturing

2.1  Economic Impetus
The basis for the economic growth in the last century came from industrialization, the core of which was
manufacturing. The manufacturing sector represents 14% of the U.S. GDP and about 11% of the total em-
ployment [WB-11,BEA-11]. Fully 70% of the net export of the U.S. is related to manufacturing [State09],
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so the sector represents an area of extreme importance to the general economic health of the country.
Within manufacturing, robotics represents a $5B industry in the U.S. that is growing steadily at 8% per
year. This core robotics industry is supported by the manufacturing industry, which provides the instru-
mentation, auxiliary automation equipment, and the systems integration adding up to a $20B industry. 

The U.S. manufacturing economy has changed significantly over the last 30 years. Despite significant
losses to Canada, China, Mexico, and Japan over recent years, manufacturing still represents a major
sector of the U.S. economy. Manufacturing, which includes the production of all goods from consumer
electronics to industrial equipment, accounts for 14% of the U.S. GDP, and 10% of U.S. employment
[WB06]. U.S. manufacturing productivity exceeds that of its principal trading partners. We lead all
countries in productivity, both per hour and per employee [FAM-11]. Our per capita productivity contin-
ues to increase with more than a 100% increase over the last three decades. Indeed it is this rising pro-
ductivity that keeps U.S. manufacturing competitive in the midst of recession and recovery and in the
face of the amazing growth in China, India, and other emerging economies. Much of this productivity
increase and efficiency can be attributed to innovations in technology and the use of technology in prod-
uct design and manufacturing processes. 

However, this dynamic is also changing. Ambitious foreign competitors are investing in fundamental re-
search and education that will improve their manufacturing processes. On the other hand, the fraction of
the U.S. manufacturing output that is being invested in research and development has essentially re-
mained constant over this period. The U.S. share of total research and development funding in the world
has dropped significantly to only 28%. Our foreign competitors are using the same innovations in tech-
nology with, in some cases, significantly lower labor costs to undercut U.S. dominance, so U.S. manufac-
turing industry is facing increasing pressure. Our balance of trade in manufactured goods is dropping at
an alarming $50 billion per decade. Additionally, with our aging population, the number of workers is also
decreasing rapidly and optimistic projections point to two workers per pensioner in 2050 [UN-08]. Ro-
botic workers must pick up the slack from human workers to sustain the increases in productivity that are
needed with a decrease in the number of human workers [PCMR-11]. Finally, dramatic advances in robot-
ics and automation technologies are even more critical with the next generation of high-value products
that rely on embedded computers, advanced sensors and microelectronics requiring micro- and nano-
scale assembly, for which labor-intensive manufacturing with human workers is no longer a viable option.

In contrast to the U.S., China, South Korea, Japan, and India are investing heavily in higher education
and research [NAE07]. India and China are systematically luring back their scientists and engineers
after they are trained in the U.S. According to [NAE07], they are “…in essence, sending students away to
gain skills and providing jobs to draw them back.” This contrast in investment is evident in the specific
areas related to robotics and manufacturing. Korea has been investing $100M per year for 10 years
(2002-2012) into robotics research and education as part of their 21st Century Frontier Program. The Eu-
ropean Commission has been investing $600M into robotics and cognitive systems as part of the 7th
Framework Programme. In the Horizon 2020 program, that investment will be completed by another
$900M for manufacturing and robotics. While smaller in comparison to the commitments of Korea and
the European Commission, Japan is investing $350M over the next 10 years in humanoid robotics, serv-
ice robotics, and intelligent environments. The non-defense U.S. federal investment is small by most
measures compared to these investments.

At the same time, robotics is gaining significant importance for automation and logistics. In recogni-
tion of the importance of robotics, Amazon during 2012 acquired the company Kiva Systems at a price of
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$700M to have access to the best technology for warehouse automation. In addition, companies such as
Apple [New York Times, Dec. 8, 2012] and Lenovo are in-sourcing jobs as the cost of manufacturing in Asia
no longer is so much cheaper that it pays off to outsource. In addition, during 2011, Tesla Motors in Cali-
fornia opened up a factory for the manufacturing of alternative fuel cars using heavy automation to en-
able all of the manufacturing to remain the United States. 

2.2  Growth Areas
The Department of Commerce and the Council on Competitiveness [CoC08, CoC10, DoC04] have ana-
lyzed a broad set of companies as to their consolidated annual growth rates. The data categorized for
major industrial sectors is shown in the table below. 

Current growth areas for manufacturing include logistics, including material handling and robotics.
Given the importance of manufacturing in general, it is essential to consider how technology such as ro-
botics can be leveraged to strengthen U.S. manufacturing industry. 

2.3  “Consumerization” of Robotics
Many advanced technologies have demonstrated that once they are introduced into the vast consumer
market, the pace of innovation increases and the costs decrease. Notable examples include personal
computers and mobile communications. Both of these technologies were initially developed and driven
based on corporate needs and requirements. However, once they were introduced into the consumer
market, the research dollars were amplified by corporate investments. This resulted in rapid technology
development and dramatic cost reductions. This also spurred the creation of entirely new U.S. compa-
nies and industries that currently make up a large percentage of the USGDP and dominate the NASDAQ.

Fostering a consumer market for robotics and robotics related technologies would have similar impacts.
One simple example is the Microsoft Kinect interface. This interface, which was developed for the home
computer gaming market, has advanced the use of voice and gesture interactions at a price point that
makes it commercially viable for a number of commercial and business applications. An additional ben-
efit of the “consumerization” of robotics would be the acceptance and familiarity by the target workforce.
When people are accustomed to interacting with robots in their personal life, then they will have more

Sector Average Growth Growth

Robotics–Manufacturing, Service, and Medical 20% 0-90%

IP Companies 25% 15-32%

Entertainment/Toys 6% 4-21%

Media/Games 14% 2-48%

Home Appliances 1% -5-6%

Capital Equipment 9% -2-18%

Automotive 2% -11-31%

Logistics 22% 6-92%

Automation 6% 2-12%

Consolidated annual growth rates over a set of 280 U.S. companies for the period 2004-2011 
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acceptance of working with them in their professional life and will be less likely to view robots as a
threat. For example, two-thirds of the owners of iRobot’s autonomous vacuum cleaner have named their
Roomba, and one-third admit to taking their Roomba to visit friends.

2.4  A Vision for Manufacturing
U.S. manufacturing today is where database tech-
nology was in the early 1960s, a patchwork of ad
hoc solutions that lacked the rigorous methodology
that leads to scientific innovation. In 1970, Ted
Codd, an IBM mathematician, invented relational
algebra, an elegant mathematical database model
that galvanized federally funded research and edu-
cation leading to today’s $14 billion database indus-
try. Manufacturing would benefit enormously if
analogous models could be developed. Just as the
method to add two numbers together doesn’t de-
pend on what kind of pencil you use, manufactur-
ing abstractions might be wholly independent of the product one is making or the assembly line systems
used to assemble it. 

Another precedent is the Turing Machine, an elegant abstract model invented by Alan Turing in the 1930s,
which established the mathematical and scientific foundations for our now-successful high-tech indus-
tries. An analogy to the Turing Machine for design, automation, and manufacturing could produce
tremendous payoffs. Recent developments in computing and information science now make it possible
to model and reason about physical manufacturing processes, setting the stage for researchers to “put the
Turing into ManufacTuring.” The result, as with databases and computers, would be higher quality, more
reliable products, reduced costs, and faster delivery [GK07, PCMR-11, FAM-11].

More effective use of robotics, through improved robotics technologies and a well-trained workforce, will
increase U.S. jobs and global competitiveness. Traditional assembly-line workers are nearing retirement
age. American workers are currently not well trained to work with robotic technologies and the costs of
insurance and healthcare continue to rise. Even when workers are affordable, the next generation of
miniaturized, complex products with short life cycles requires assembly adaptability, precision, and relia-
bility beyond the skills of human workers. Widespread deployment of improved robotics and automation
in manufacturing will: (a) retain intellectual property and wealth that would go off-shore without it, (b)
save companies by making them more competitive, (c) provide jobs for maintaining and training robots,
(d) allow factories to employ human-robot teams that safely leverage each others’ strengths (e.g., humans
are better at dealing with unexpected events to keep production lines running, while robots have better
precision and repeatability, and can lift heavy parts), (e) reduce expensive medical problems (e.g., carpal
tunnel syndrome, back injuries, burns, and inhalation of noxious gases and vapors), and (f) reduce time
in the pipeline for finished goods, allowing systems to be more responsive to changes in retail demand. 

Investments in research and education in manufacturing can revitalize American manufacturing. Invest-
ing a small portion of our national resources into a science of cost-effective, resource-efficient manufac-
turing would benefit American consumers and would support millions of workers in this vital sector of
the U.S. economy. Such investments would benefit healthcare, agriculture, and transportation, and
would strengthen our national resources in defense, energy, and security. The resulting flurry of research
activity would invigorate the quality and productivity of “Made in the U.S.A.” for the next fifty years.
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3.  Research Roadmap

3.1  The Process
The manufacturing technology roadmap describes a vision for the development of critical capabilities
for manufacturing by developing a suite of basic technologies in robotics. Each critical capability stems
from one or more important broad application domains within manufacturing. These point to the
major technology areas for basic research and development (as shown in Figure 1 and discussed in Sec-
tion 4). Integration of all the parts of this roadmap into a cohesive program is essential.

3.2  Robotics and Manufacturing Vignettes
We briefly discuss the motivating applications with vignettes and the critical capabilities required for a
dramatic positive impact on the applications. The vignettes serve to illustrate paradigm changes in man-
ufacturing and as examples of integration across capability and technology areas. The roadmap articu-
lates 5-, 10-, and 15-year milestones for the critical capabilities. 

Vignette 1:  Assembly Line Assistant Robots 

An automotive manufacturer experiences a surge in orders for its new electric car and needs to quickly
merge its production capability with other earlier models already in production. Assembly tasks

Figure 1: The roadmap process: Research and development is needed in technology areas that arise from the
critical capabilities required to impact manufacturing application domains. 
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are rapidly reallocated to accommodate the new more efficient car model. A set of assembly line assis-
tant robots are brought in and quickly configured to work alongside the retrained human workers on
the new tasks. One practice-shift is arranged for the robot’s sensor systems and robot-learning algo-
rithms to fine-tune parameters, and then the second shift is put into operation, doubling plant output in
four days. Then, a change by a key supplier requires that the assembly sequence be modified to accom-
modate a new tolerance in the battery pack assembly. Engineers use computational tools to quickly
modify the assembly sequence: then they print new instructions for workers and upload modified as-
sembly programs to the assistant robots. This type of burst manufacturing is gradually entering our
daily lives. As an example, by August 2012, the company Rethink Robotics announced the robot Baxter
that costs $22k and can be programmed directly by demonstration with little or no training. The cost re-
duction in setup and operation changes the business case for future use of automation. 

Vignette 2:  One-of-a-Kind Discrete-Part Manufacture and Assembly 
A small job shop with 5 employees primarily catering to orders from medical devices companies is ap-
proached by an occupational therapist one morning to create a customized head-controlled input device
for a quadriplegic wheelchair user. Today the production of such one-of-a-kind devices would be prohib-
itively expensive because of the time and labor required for setting up machines and for assembly. The
job shop owner reprograms a robot using voice commands and gestures, teaching the robot when it gets
stuck. The robot is able to get the stock to mills and lathes, and runs the machines. While the machines
are running, the robot sets up the necessary mechanical and electronic components asking for assis-
tance when there is ambiguity in the instruction set. While moving from station to station, the robot is
able to clean up a coolant spill and alert a human to safety concerns with a work cell. The robot responds
to a request for a quick errand for the shop foreman in between jobs, but is able to say no to another re-
quest that would have resulted in a delay in its primary job. The robot assembles the components and
the joystick is ready for pick-up by early afternoon. This happens with minimal interruption to the job
shop’s schedule. 

Vignette 3:  Rapid, Integrated Model-Based Design of the Supply Chain 
The packaging for infant formula from a major supplier in a foreign country is found to suffer from seri-
ous quality control problems. The U.S.-based lead engineer is able to use a comprehensive multi-scale,
discrete and continuous model of the entire supply chain, introduce new vendors and suppliers, repur-
pose parts of the supply chain and effect a complete transformation of the chain of events: production,
distribution, case packing, supply and distribution. An important aspect of the transformation is the in-
troduction of 20 robots to rapidly manufacture the redesigned package.

These vignettes may seem far-fetched today, but we have the technology base, the collective expertise,
and the educational infrastructure to develop the broad capabilities to realize this vision in 15 years with
appropriate investments in the critical technology areas. 

3.3  Critical Capabilities for Manufacturing
In this section, we briefly discuss the critical capabilities and give examples of possible 5, 10, and 15 year
milestones. In Section 4, we describe some promising research directions that could enable us to meet
these milestones.
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3.3.1  Adaptable and Reconfigurable Assembly
Today, the time lag between the conceptual design of a new product and production on an assembly line
in the U.S. is unacceptably high. For a new car, this lead-time can be as high as twenty-four months.
Given a new product and a set of assembly line subsystems that can be used to make the product, we
want to achieve the ability to adapt the subsystems, reconfigure them, and set up workcells to produce
the product. Accordingly, the roadmap for adaptable and reconfigurable assembly includes the following
goals over the next fifteen years:

5 years: Achieve ability to set up, configure and program basic assembly line operations for new•
products with a specified industrial robot arm, tooling and auxiliary material handling devices in
under 24 hours.

10 years: Achieve ability to set up, configure and program basic assembly line operations for new•
products with a specified industrial robot arm, tooling and auxiliary material handling devices in
one 8-hour shift. 

15 years: Achieve ability to set up, configure and program basic assembly line operations for new•
products with a specified industrial robot arm, tooling and auxiliary material handling devices in
one hour.

3.3.2  Autonomous Navigation 
Autonomous navigation is a basic capability that will impact the automation of mining and construction
equipment, the efficient transportation of raw materials to processing plants and machines, automated
guided vehicles for material handling in assembly lines and bringing completed products to inspection
an testing stations, and logistics support operations like warehousing and distribution. Enabling safe
autonomous navigation in unstructured environments with static obstacles, human-driven vehicles,
pedestrians, and animals will require significant investments in component technologies. The roadmap
for autonomous navigation consists of the following milestones:

5 years: Autonomous vehicles will be capable of driving in any modern town or city with clearly lit•
and marked roads and demonstrate safe driving comparable to a human driver. Performance of
autonomous vehicles will be superior to that exhibited by human drivers in such tasks as navigat-
ing through an industrial mining area or construction zone, backing into a loading dock, parallel
parking, and emergency braking and stopping. 

10 years: Autonomous vehicles will be capable of driving in any city and on unpaved roads,•
and exhibit limited capability for off-road environment that humans can drive in, and will be
as safe as the average human-driven car. Vehicles will be able to safely cope with unanticipated
behaviors exhibited by other vehicles (e.g., break down or malfunction). Vehicles will also be
able to tow other broken down vehicles. Vehicles will be able to reach a safe state in the event
of sensor failures.   

15 years: Autonomous vehicles will be capable of driving in any environment in which humans•
can drive. Their driving skills will be indistinguishable from humans except that robot drivers
will be safer and more predictable than a human driver with less than one year’s driving experi-
ence. Vehicles will be able learn on their own how to drive in previously unseen scenarios (e.g.,
extreme weather, sensor degradation). 
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3.3.3  Green Manufacturing 
As American architect William McDonough said, “pollution is a symbol of design [and manufacturing]
failure.” Our current approach to manufacturing in which components and then sub-systems are inte-
grated to meet top-down specifications has to be completely rethought to enable green manufacturing.
Today’s solutions to reduce manufacturing waste mostly target process waste, utility waste and waste
from shutdowns and maintenance. Our roadmap for green manufacturing emphasizes the recycling of
all the components and subsystems used throughout the manufacturing process, starting from mining
and processing of raw materials through production and distribution of finished products to recycling
product materials. To create a step change, new manufacturing techniques will need to be developed
and products will have to be designed with this goal. For example, transitioning to additive manufactur-
ing techniques would dramatically reduce waste for machined products/components. New logistics sys-
tems are also needed to enable widespread recycling; currently, it is often so difficult to recycle materials
that companies either don’t recycle or they don’t universally recycle everything that they could. We are
particularly concerned with re-use of the manufacturing infrastructure, recycling of raw materials, min-
imizing the energy and power requirements at each step, and repurposing subsystems for the produc-
tion of new products. 

5 years: The manufacturing process will recycle 10% of raw materials, reuse 50% of the equipment,•
and use only 90% of the energy used in 2010 for the same process. 

10 years: The manufacturing process will recycle 25% of raw materials, reuse 75% of the equip-•
ment, and use only 50% of the energy used in 2010 for the same process.

15 years: The manufacturing process will recycle 75% of raw materials, reuse•
90% of the equipment, and use only 10% of the energy used in 2010 for the
same process.

3.3.4  Humanlike Dexterous Manipulation 
Robot arms and hands will eventually out-perform human hands. This is already
true in terms of speed and strength. However, human hands still out-perform
their robotic counterparts in tasks requiring dexterous manipulation. This is
due to gaps in key technology areas, especially perception, robust high fidelity
sensing, and planning and control. The roadmap for human-like dexterous
manipulation consists of the following milestones:

5 years: Low-complexity hands with small numbers of independent•
joints will be capable of robust whole-hand grasp acquisition. 

10 years: Medium-complexity hands with ten or more independent joints and novel mechanisms•
and actuators will be capable of whole-hand grasp acquisition and limited dexterous manipulation.

15 years: High-complexity hands with tactile array densities, approaching that of humans and•
with superior dynamic performance, will be capable of robust whole-hand grasp acquisition and
dexterous manipulation of objects found in manufacturing environments used by human workers.
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3.3.5  Model-Based Integration and Design of Supply Chain
Recent developments in computing and information science have now made it possible to model and
reason about physical manufacturing processes, setting the stage for researchers to “put the Turing into
ManufacTuring.” If achieved, as with databases and computers, this would enable interoperability of
components and subsystems and higher quality, more reliable products, reduced costs, and faster deliv-
ery. Accordingly, our roadmap should include achievements that demonstrate the following milestones: 

5 years: Safe, provably-correct designs for discrete part manufacturing and assembly so bugs are•
not created during the construction of the manufacturing facility.

10 years: Safe, provably-correct designs for the complete manufacturing supply chain across mul-•
tiple time and length scales so bugs are not created during the design of the manufacturing sup-
ply chain.

15 years: Manufacturing for Next Generation Products: With advances in micro- and nano-scale•
science and technology, and new processes for fabrication, we will be able to develop safe, prov-
ably correct designs for any product line. 

3.3.6 Nano-Manufacturing 
Classical CMOS-based integrated circuits and computing paradigms are being supplemented by new
nano-fabricated computing substrates. We are seeing the growth of non-silicon micro-system technolo-
gies and novel approaches to fabrication of structures using synthetic techniques seen in nature. Ad-
vances in MEMS, low-power VLSI, and nano-technology are already enabling sub-mm self-powered
robots. New parallel, and even stochastic, assembly technologies for low-cost production are likely to
emerge. Many conventional paradigms for manufacturing will be replaced by new, yet-to-be-imagined
approaches to nano-manufacturing. Accordingly the roadmap for nano-manufacturing and nano-robot-
ics must emphasize basic research and development as follows: 

5 years: Technologies for massively parallel assembly via self-assembly and harnessing biology to•
develop novel approaches for manufacturing with organic materials. 

10 years: Manufacturing for the post-CMOS revolution enabling the next generation of molecular•
electronics and organic computers. 

15 years: Nano-manufacturing for nano-robots for drug delivery, therapeutics, and diagnostics. •

3.3.7  Perception for Unstructured Environments 
Automation in manufacturing has proven to be simpler for mass production with fixed automation, and
the promise of flexible automation and automation for mass customization has not been realized except
for special cases. One of the main reasons is that fixed automation lends itself to very structured envi-
ronments in which the challenges for creating “smart” manufacturing machines are greatly simplified.
Automation for small lot sizes necessitates robots to be smarter, more flexible, and able to operate safely
in less structured environments shared with human workers. In product flow layouts, for example, ro-
bots and other machines go to various operation sites on the product (e.g., an airplane or a ship) to per-
form their tasks, whereas in a functional layout, the product travels to various machines. The challenges
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of one-of-a-kind manufacturing exacerbate these difficulties. The roadmap for perception includes the
following milestones:

5 years: 3-D perception-enabling automation even in unstructured environments typical of a job•
shop engaged in batch manufacturing operations. 

10 years: Perception in support of automation of small lot sizes, for example, specialized medical•
aids, frames for wheelchairs, and wearable aids.  

15 years: Perception for truly one-of-a-kind manufacturing, including customized assistive de-•
vices, personalized furniture, specialized surface and underwater vessels, and spacecrafts for
planetary exploration and colonization. 

3.3.8  Intrinsically Safe Robots Working with Humans: The Democratization of Robots
Much discussion has taken place around the
topic of intrinsically safe robots, not the least of
which is clarifying what the term actually means.
Intrinsically safe equipment is defined as “equip-
ment and wiring which is incapable of releasing
sufficient electrical or thermal energy under nor-
mal or abnormal conditions to cause ignition of
a specific hazardous atmospheric mixture in its
most easily ignited concentration.” ISA-RP12.6
In short, an intrinsically safe piece of equipment
won’t ignite flammable gases. This is certainly a requirement that must be addressed with robot systems,
as with any equipment or systems designed for the manufacturing environment. However, it is clear
that the term carries a heavier burden when applied to robots, perhaps related to the definition of “in-
trinsic” itself. 

Intrinsic: belonging to the essential nature or constitution of a thing; originating and included wholly
within an organ or part (Merriam-Webster online dictionary). 

That is the crux of it: the expectation is that robots must be safe from the inside out, completely harm-
less to humans, no matter what the cost. It is part of the cultural fear that we might create something
that turns on us…oh wait; we’ve already done that. In truth, there is no foolproof system. 

To offer a comparison, consider the automobile: cars are dangerous. To be sure, the first horseless car-
riages were a menace to the other more traditional versions on the road, yet we have advanced to the
point where people pass one another driving on the highway at speeds exceeding 70 mph. This is not be-
cause automobiles are intrinsically safe, but because we have learned to accept the risk. We created, over
time, a transportation system that relies on human understanding of the capabilities, limitations, and
risks inherent to operating a car on the highway. We democratized the automobile—that is, made it relate
to, appeal to, and available to masses of people. Thus it became part of our society.

To democratize robots in the manufacturing arena, a similar model of risk/responsibility must be devel-
oped. Like driving, working in a manufacturing environment already presents a certain level of danger.
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The goal is not to increase that level when robots are added to the mix. An acceptable metric for ascer-
taining whether that goal is met is the number of lost work days. If that number does not increase due to
automation or robotics, then we are on the path to democratization. We must continue to develop and
refine the existing safety standards, incorporating systems-engineered solutions for user-defined tasks. 

Indeed, we must start with safety, but continue
to encourage the development of collaborative
solutions for user-communicated needs. This in-
cludes defining the capabilities, limitations, and
risks inherent to each implementation. Accept-
ance of a risk/responsibility model for robots in
the manufacturing environment will be driven
by the diversity of demand for innovation. Social
understanding of humans and robots in the

workplace and culture at large will come with the democratization of robots. This can only happen over
time as the consumer base of robot-users broadens. Natural language programming, control studies,
and advances in materials technology are examples of potential pathways that can speed the process.

The roadmap for robots working with humans is as follows:

5 years: Broad implementation of easily programmed and adaptable safety-rated soft-axis guard-•
ing for fixed or mobile assembly robots on the factory floor. 

10 years: Systems that automatically detect and respond appropriately to conforming/non-con-•
forming human behaviors in the workplace while maintaining consistent performance. 

15 years: Systems that can recognize, work with, and adapt to human or other robot behaviors in•
an unstructured environment (e.g. construction zones or newly configured manufacturing cells).

3.3.9  Education and Training 
The U.S. can only take advantage of new research results and technology if there is a workforce well-
trained in the basics of robotics and the relevant technologies. This workforce should have a wide range
of skill and knowledge levels—from people trained at vocational schools and community colleges to op-
erate high-tech manufacturing equipment, to BS- and MS-level developers trained to create robust,
high-tech manufacturing equipment, to PhD-level basic researchers trained to develop and prove new
theories, models, and algorithms for next-generation robots. To train the best workforce, the educa-
tional opportunities must be broadly available. The roadmap for the workforce is as follows:

5 years: Each public secondary school in the U.S. has a robotics program available after school.•
The program includes various informational and competitive public events during each session,
and participants receive recognition comparable to other popular extra-curricular activities.

10 years: In addition to the 5-year goal, every 4-year college and university offers concentrations•
in robotics to augment many Bachelor’s, Master’s, and PhD degrees.

15 years: The number of domestic graduate students at all levels with training in robotics is dou-•
ble what it was in 2008. Ten ABET-approved BS programs in Robotics and 10 PhD programs in
Robotics are active.
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Products designed without considering the manufacturing processes and their associated constraints
are typically more expensive than strictly necessary to manufacture. Design for Manufacturing, and
more specifically Design for Automation, is a critical product design competency necessary to ensure
that the promise of automation is realized and to transition advanced manufacturing techniques into
U.S. corporations. 

5 years: A continuing education and coaching program on how to design for manufacturing and•
automation. 

10 years: Design for Automation awareness incorporated into degree programs at every 4-year•
college and university offering engineering degrees. Design for Automation specialization
preparation available at a set of research universities.

15 years: The knowledge of design for automation is widespread across the workforce. Continu-•
ing education and coaching programs are available on various dimensions of automation re-
quirements and degree requirements are in place to ensure the training of the next generation
workforce. 

4.  Research and Development: Promising Directions
Achieving the critical capabilities described in Section 3 above and listed in the center column of Figure
1 requires basic research and development of the technologies listed in the left column of Figure 1. These
technologies are briefly motivated and described below along with promising research directions. Note
that each one supports more than one critical capability. For example, the “Perception” technology di-
rectly impacts “Operation in Unstructured Environments,” “Intrinsically Safe Robots Working with Hu-
mans,” “Autonomous Navigation,” and “Humanlike Dexterous Manipulation.” 

4.1  Learning and Adaptation 
One of the biggest barriers to the use of robots in factories is the high cost of engineering the workcells
(i.e., the design, fabrication, and installation of jigs, fixtures, conveyors, and third-party sensors and
software). These engineering costs are typically several times the cost of the primary robotic hardware.
Robots must be able to perform their tasks in environments with greater uncertainty than current sys-
tems can tolerate. One possible way to achieve this is through learning by demonstration. In this case, a
human performs the task several times without the engineered environment while the robot observes.
The robot then learns to mimic the human by repeatedly performing the same task safely and compar-
ing its actions and task results to the human’s. Robots could also adapt by monitoring their actions,
comparing them to nominal parameterized task representations, and adjusting the parameters to opti-
mize their performance. It is also possible for robot systems to use “Iterative Learning” techniques to
improve performance beyond that of human demonstrations in terms of speed and reliability.

4.2  Modeling, Analysis, Simulation, and Control 
Modeling, analysis, simulation, and control are essential to understanding complex systems, such as
manufacturing systems. Future manufacturing systems will require models of parts or subassemblies
undergoing intermittent contact, flexible sheet-like materials, linkages with closed chains, systems with
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changing kinematic topologies, and relevant physics at the micro- and nano-scales. To leverage these to
design improved manufacturing systems, models and the resulting simulation techniques need to be
validated experimentally and combined with search and optimization techniques. With improved mod-
els and simulation techniques and with improved high-performance computing, we will have the ability
to simulate all aspects of manufacturing systems from the extraction of raw materials, to the production
of parts, to the assembly and testing.

4.3  Formal Methods
In some domains, mathematical models and the tools of logic have been used to guide specification, de-
velopment, and verification of software and hardware systems. Because of the high cost of application,
these formal methods have been used in significant manufacturing efforts primarily when system in-
tegrity is of the utmost importance, such as spacecraft and commercial aircraft. However, it is not only
the cost that prevents formal methods from common use in the development of manufacturing (and
many other engineered) systems. Lack of use is also related to the limitations of the framework for rep-
resenting important manufacturing operations, such as the assembly of parts, which can be viewed as
hybrid systems with disjunctive nonlinear inequality constraints of many continuous variables. 

4.4  Control and Planning 
Robots of the future will need more advanced control and planning algorithms capable of dealing with
systems with greater uncertainty, wider tolerances, and larger numbers of degrees of freedom than cur-
rent systems can handle. We will likely need robot arms on mobile bases whose end-effectors can be po-
sitioned accurately enough to perform fine manipulation tasks despite the base not being rigidly
anchored to the floor. These robots might have a total of 12 degrees of freedom. At the other extreme are
anthropomorphic humanoid robots that could have as many 60 degrees of freedom.  Powerful new plan-
ning methods, possibly combining new techniques from mathematical topology and recent sampling-
based planning methods may be able to effectively search the relevant high-dimensional spaces.

4.5  Perception 
Future factory robots will need much improved perception systems in order to monitor the progress of
their tasks and the tasks of those around them. Beyond task monitoring, the robots should be able to in-
spect subassemblies and product components in real time to avoid wasting time and money on products
with out-of-spec parts. They should also be able to estimate the emotional and physical state of humans,
since this information is needed to maintain maximal productivity. To do this, we need better tactile
and force sensors and better methods of image understanding. Important challenges include non-inva-
sive biometric sensors and useable models of human behavior and emotion.

The large cost of engineering of workcells derives mostly from the need to reduce uncertainty. To re-
move this cost, the robots must be capable of removing uncertainty through high-fidelity sensors or ac-
tions that reduce uncertainty. Sensors must be able to construct geometric and physical models of parts
critical to an assembly task and to track the progress of the task. If a human is doing this task partly or
wholly, then non-invasive biometric sensors must also determine the state of the human. Grasping ac-
tions and assembly strategies that previously depended on expensive tooling should be redesigned so
that they take advantage of compliance to remove uncertainty. 
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4.6  Novel Mechanisms and High-performance Actuators 
Improved mechanism and actuators will generally lead to robots with improved performance, so funda-
mental research is needed on these topics. Development in actuators has historically focused on me-
chanical performance metrics such as accuracy, repeatability, and resolution. However, as robotics is
applied to applications in novel domains such the manipulation of parts on the nano- and micro-scales,
materials-sensitive environments such as those surrounding MRI scanners, and environments shared
with humans, the designs (including material choices) of actuators and mechanisms will have to be
rethought. Further, the adoption of robotics as manufacturing partners emphasizes the need for funda-
mental research in safe actuation. New mechanisms for human augmentation include exoskeletons,
smart prosthetics, and passive devices. These systems will require high strength-to-weight ratios, actua-
tors with low emissions (including noise and electromagnetic), and natural interfaces between the
human and the mechanisms.

4.7  Human-Robot Interaction 
In the manufacturing environment, the primary importance attached to interaction between humans
and robots is safety. Beyond that, the practical fact of the matter is that robots are used for the benefits
they bring in terms of cost, efficiency, and productivity. If it is determined that collaborative activities
between robots and humans are cost-effective and appreciably more productive than activities involving
either group working alone, then these work strategies will be adopted and refined. Therefore, any activ-
ities involving human-robot interaction must provide favorable results toward that end. 

Designing robot systems with the end-user in mind, as well as the product/task, will result in human-
robot interaction that is not only safer but also more cost effective, efficient, and productive. Simple,
clear interfaces and observable, transparent behaviors can make working with robots as intuitive as
working with fellow human workers. Both humans and robots will need to provide indicators of intent
(verbal and non-verbal) that are easily understood. When robots are collaborating with humans, they
must be able to recognize human activities to maintain proper task synchrony. Similarly, humans must
be able to read and recognize robot activities in order to interpret the robot’s understanding. (For exam-
ple, a robot that has drilled a set of holes in the right place, but at the wrong depth, may be telling you
that the task was not clearly specified. If only that message were conveyed in some form other than the
row of faulty holes!) Finally, robots must be easy to train and easy to learn how to use them. Learning
aids should be built into the robot system both for initial use, maintenance, learning, and error diagnos-
tics/fault recovery. 

These situations suggest the need for new sensing systems with higher bandwidths and resolutions than
those available today; the use of sensing systems that capture biometric data of human workers that has
previously been ignored in robot control; and the design of communication options between humans
and robots that include natural language, gesture, vision, and haptics.

4.8  Architecture and Representations 
New manufacturing robots must be intelligent enough to productively share space with humans and
other robots and to learn how to improve their effectiveness with experience. To support such learning,
robot operating systems, and the models and algorithms behind them, must be sufficiently expressive
and properly structured.  They will need ways to represent the various manipulation skills and relevant
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physical properties of the environment to incorporate their impact on task execution. There should be
continuous low-level perception-action loops whose couplings are controlled by high-level reasoning.
Robots will exploit flexible and rich skill representations in conjunction with observation of humans and
other robots to learn new skills autonomously. Robots will need new methods of representing environ-
mental uncertainties and monitoring tasks that facilitate error recovery and skill enhancement based on
these errors.

4.9  Measurement Science
Research results have typically been difficult to transition from university laboratories to industrial im-
plementations.  In order to assure that the research spotlighted in this document achieves fruition in
manufacturing shop floors, there needs to be a community-wide effort to develop the underlying meas-
urement science to assess and promote progress and technology transfer.  Measurement science is a
term used to describe the infrastructural underpinnings essential for technology maturation. Elements
under the broad measurement science umbrella include fundamental metrology, performance metrics,
test methods, reference artifacts and data, reference architectures, and critical technical inputs to stan-
dards. Benchmarks and testbeds help researchers assess progress, replicate experiments, and validate
new technologies. Ultimately, a well-founded characterization of a new technology’s expected perform-
ance under realistic conditions reduces the risk of adoption by industry and stimulates progress. 

4.10  “Cloud” Robotics and Automation for Manufacturing 
Manufacturing systems require reliable sensing and interacting with complex, dynamic, high-dimen-
sional environments and systems. In 2010, a new paradigm emerged, “Cloud Robotics,” which shifts the
demanding processing and data management to the Cloud. Summarized as: “No robot is an island”
(Steve Cousins of Willow Garage), this idea is gaining attention at major companies such as Google
and Cisco.

Drivers include: rapidly expanding and improving wireless networking, availability of vast and rapidly-
expanding on-demand (elastic) computing clusters, huge data centers that can collect and accumulate
shared datasets, “big data” techniques, “Internet of Things” where devices and objects have RFIDs or in-
ternal servers, crowdsourcing, open-source sharing of data and code, regular backups, software updates,
and security patches.

The Google self-driving car indexes a vast library of maps and images; it exemplifies “Cloud Robotics;”
which treats the Cloud as a vast and rapidly expanding resource for massively parallel computation and
real-time sharing of vast data resources. A (non-robotics) example: Apple’s Siri system: speech under-
standing using both local and remote processing and confidences are used to decide if remote analysis
is required. Each instance and outcome is saved for global incremental learning.

Sharing data across manufacturing equipment operating in different facilities can lead to better diag-
nostics and adaptation in manufacturing settings leading to lower process variation and greater manu-
facturing efficiency. Robots performing manipulation tasks or just navigating in unstructured
environments can learn from each other. ROS-like tools can lead to a paradigm where the role of expen-
sive hardware is minimized, hardware costs are greatly reduced, and software and hardware architec-
tures that are modular and extensible leading to more robust robots by facilitating rapid design-test-
redesign iterations. Sharing data across manufacturing equipment operating in facilities across the
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country can lead to better diagnostics and adaptation in manufacturing settings leading to lower
process variation and greater manu-
facturing efficiency. Robots perform-
ing manipulation tasks or just
navigating in unstructured environ-
ments can learn from each other. ROS-
like tools can lead to a paradigm where
the role of expensive hardware is mini-
mized, hardware costs are greatly re-
duced, and software and hardware
architectures that are modular and ex-
tensible leading to more robust robots
by facilitating rapid design-test-re-
design iterations.

Cloud Robotics has the potential to significantly improve performance in at least five ways: 

Offering a global library of images, maps, and object data, often with geometry and mechanical1)
properties.

Massively-parallel computation on demand for sample-based statistical modeling and motion2)
planning. 

Inter-robot sharing of outcomes, trajectories, and dynamic control policies.3)

Human sharing of “open-source” code, data, and designs for programming, experimentation,4)
and hardware construction, in particular the rising popularity of the ROS system.

Detecting problems and requesting on-demand human diagnostics/guidance.5)

Challenges/Issues: Security, Privacy, Latency/QoS due to Intermittent/Bursty Communication.
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Roadmap for  Healthcare and Medical Robotics

Motivation and Scope
Several major societal drivers for improved healthcare access, affordability, quality, and personalization
can be addressed by robotics technology. Existing medical procedures can be improved and new ones
developed, to be less invasive and produce fewer side effects, resulting in faster recovery times and im-
proved worker productivity, substantially improving both risk-benefit and cost-benefit ratios. Medical
robotics is already a major success in several areas of surgery, including prostate and cardiac surgery
procedures. Robots are also being used for rehabilitation and in intelligent prostheses to help people re-
cover lost function. Telemedicine and assistive robotics methods are addressing the delivery of health-
care in inaccessible locations, ranging from rural areas lacking specialist expertise to post-disaster and
battlefield areas. Socially assistive robotics (discussed in Section 2.4) efforts are developing affordable
in-clinic and in-home technologies for monitoring, coaching, and motivating both cognitive and physi-
cal exercises addressing the range of needs from prevention to rehabilitation to promoting reintegra-
tion in society. With the aging population a dominating demographic, robotics technologies are being
developed toward promoting aging in place (i.e., at home), delaying the onset of dementia, and provid-
ing companionship to mitigate isolation and depression. Furthermore, robotics sensing and activity
modeling methods have the potential to play key roles in improving early screening, continual assess-
ment, and personalized, effective, affordable intervention and therapy. All of the above pursuits will
have the effect of maintaining and improving productivity of the workforce and increasing its size, as
well as enabling people with disabilities, whose numbers are on the rise, to return to the workforce.
Today, the U.S. is the leader in robot-as-
sisted surgery and socially assistive robotics
for continued quality of life aimed at spe-
cial-needs populations and the elderly.
However, other countries are fast followers,
having already recognized both the need
and the promise of such technologies.

Participants
The workshop contributors consisted of experts in surgical robotics, prosthetics, implants, rehabilita-
tion robotics, and socially assistive robotics, as well as representatives from industry. All participants
contributed insights from their communities and areas of expertise; many common interests and chal-
lenges were identified, informing the roadmap revision effort. 

“Robotics technologies are being
developed toward promoting aging in
place, delaying the onset of dementia,
and providing companionship to
mitigate isolation and depression.”
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Workshop Findings
The spectrum of robotic system niches in medicine and health spans a wide range of environments
(from the operating room to the family room), user populations (from the very young to the very old,
from the infirm to the able bodied, from the typically developed to those with physical and/or cognitive
deficits), and interaction modalities (from hands-on surgery to hands-off rehabilitation coaching). Tech-
nical challenges increase with the complexity of the environment, task, and user (dis)ability. The prob-
lem domains identified are those of greatest societal need and largest predicted impact: surgery and
intervention; replacement of diminished/lost function; recovery and rehabilitation; behavioral therapy;
personalized care for special needs populations; and wellness and health promotion. Those problem do-
mains involved the following set of capabilities that present technological and research challenges: phys-
ical human-robot interaction and interfaces; social human-robot interaction and interfaces;
robot-mediated health communication; automated understanding of human state and behavior during
robot interaction; large-scale and long-term modeling of users’ changing needs; quantitative diagnosis,
assessment, and training; information map-guided interventions; high dexterity manipulation; sensor-
based automated health data acquisition; and secure and safe robot behavior. In addition, key technol-
ogy deployment issues were identified, including: reliable and continuous operation in human
environments, privacy, security, interoperability, acceptability, and trust. The few funding opportunities
for interdisciplinary integrative projects that bring together expertise in engineering, health (and busi-
ness), and develop and evaluate complete systems in human subjects studies were identified as the
cause for a lack of critical mass of new, tested, and deployed technological innovations, products, and
businesses to create an industry. 

1.  Introduction

1.1  Definition of the Field/Domain 

Robots have become routine in the world of manufacturing and other repetitive labor. While industrial
robots were developed primarily to automate dirty, dull, and dangerous tasks, medical and health robots
are designed for entirely different environments and tasks—those that involve direct and often unstruc-
tured and dynamically changing interaction with human users, in the surgical theater, the rehabilitation
center, and the family room.

Robotics is already beginning to affect healthcare. Telerobotic systems such as the da Vinci Surgical Sys-
tem are being used to perform surgery, resulting in shorter recovery times and more reliable outcomes
in some procedures. The use of robotics as part of a computer-integrated surgery system enables accu-
rate, targeted medical interventions. It has been hypothesized that surgery and interventional radiology
will be transformed through the integration of computers and robotics much in the way that manufac-
turing was revolutionized by automation several decades ago. Haptic devices, a form of robotics, are al-
ready used for simulations to train medical personnel. Robotic systems such as MIT-Manus
(commercially, InMotion) are also successfully delivering physical and occupational therapy. Rehabilita-
tion robots enable a greater intensity of treatment that is continuously adaptable to a patient’s needs.
They have already proven more effective than conventional approaches, especially in assisting recovery
after stroke, the leading cause of permanent disability in the U.S. The future potential for robots in con-
valescence and rehabilitation is even greater. Experiments have demonstrated that robotic systems can
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provide therapy oversight, coaching, and motivation that supplement human care with little or no su-
pervision by human therapists, and can continue long-term therapy in the home, both after hospitaliza-
tion and for chronic conditions. Such systems have a therapeutic role not only for movement disorders
(such as those resulting from stroke, traumatic brain injury, and other trauma) but also as intervention
and therapeutic tools for social and behavioral disorders including autism spectrum disorder, ADHD,
and other pervasive and growing disorders among children today.

Robotics technology also has a role in enhancing basic research into human health. The ability to create a
robotic system that mimics biology is an important way to study and test how the human body and brain
function. Furthermore, robots can be used to acquire data from biological systems with unprecedented
accuracy, enabling us to gain quantitative insights into both physical and social behavior. Finally, socially
interactive robots can be used to study human behavior as well as aid in diagnosis of behavioral disorders.

The spectrum of niches for robotic systems in medicine and health thus spans a wide range of environ-
ments (from the operating room to the family room), user populations (from the very young to the very
old, from the infirm to the able-bodied, from the typically developed to those with physical and/or cogni-
tive deficits), and interaction modalities (from hands-on surgery to hands-off rehabilitation coaching).
Technological advances in robotics have clear potential for stimulating the development of new treat-
ments for a wide variety of diseases and disorders, for improving both the standard and accessibility of
care, and for enhancing patient health outcomes.

1.2  Societal Drivers
There are numerous societal drivers for im-
proved healthcare that can be addressed by ro-
botic technology. These drivers lie, broadly, in
two categories: broadening access to healthcare
and improving prevention and patient outcomes.

Existing medical procedures can be improved to
be less invasive and produce fewer side effects,
resulting in faster recovery times and improved
worker productivity. Revolutionary efforts aim to
develop new medical procedures and devices,
such as micro-scale interventions and smart
prostheses, which would substantially improve
risk-benefit and cost-benefit ratios. More effec-
tive methods of training of medical practitioners
would lower the number of medical errors. Ob-
jective approaches for accountability and certifi-
cation/assessment also contribute to this goal.
Ideally, all these improvements would lower costs
to society by lowering impact on families, care-
givers, and employers. More directly, healthcare
costs would be lowered due to improved quality,
fewer complications, shorter hospital stays, and
increased efficiency of treatment.
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Economic and population factors must be considered. In the United States, over 15% of the population is
uninsured [Census: Income, Poverty, and Health Insurance Coverage in the United States: 2007]; many
others are under-insured. The situation prevents individuals from receiving needed healthcare, some-
times resulting in loss of function or even life, and also prevents patients from seeking preventative or
early treatment, resulting is worsening of subsequent health problems. Access to healthcare is most di-
rectly related to its affordability. Access to physically interactive therapy robots promise to reduce the
cost of clinical rehabilitative care and are the focus of an ongoing Veteran’s Administration study of
their cost-effectiveness. Socially assistive robotics efforts are working toward methods that could pro-
vide affordable in-home technologies for motivating and coaching exercise for both prevention and re-
habilitation. It is also a promising domain for technologies for care taking for the elderly, toward
promoting ageing in place (i.e., at home), motivating cognitive and physical exercise toward delaying
the onset of dementia, and providing companionship to mitigate isolation and depression.

Access to healthcare is also related to location. When disasters strike and result in human injury, dis-
tance and unstructured environments are obstacles to providing on-site care and removing the injured
from the scene. This has been repeatedly demonstrated in both natural disasters (such as earthquakes
and hurricanes) and man-made disasters (such as terrorist attacks). Similar problems occur in the bat-
tlefield; point-of-injury care is needed to save the lives of many military personnel. Some environments,
such as space, undersea, and underground (for mining) are inherently far from medical personnel. Fi-
nally, rural populations can live prohibitively far from medical centers that provide specialized health-
care. Telemedicine and assistive robotics can provide access to treatment for people outside populated
areas and in disaster scenarios.

Population factors indicate a growing need for improved access and quality of healthcare. Demographic
studies show that the U.S. population will undergo a period of significant population aging over the
next several decades. Specifically, by 2030, the U.S. will experience an approximately 40% increase in
the number of elderly, Japan will see a doubling in the number of people over the age of 65, and Europe
will have a 50% increase in the number of elderly. The number of people with an age above 80 will in-
crease by more than 100% across all continents. Advances in medicine have increased the life span and
this, in combination with reduced birthrates, will result in an aging of society in general. This demo-
graphic trend will have a significant impact on industrial production, housing, continued education,
and healthcare. 

Associated with the aging population is increased prevalence of injuries, disorders, and diseases. Fur-
thermore, across the age spectrum, health trends indicate significant increases in life-long conditions
including diabetes, autism, obesity, and cancer. The American Cancer Society estimates that 1,660,290
new cancer cases (excluding the most common forms of skin cancer) will be identified in the U.S. in 2013.
Furthermore, the probability of developing invasive cancers increases significantly with age [ACS Can-
cer Facts and Figures 2013]. 

These trends are producing a growing need for personalized healthcare. For example, the current rate of
new strokes is 800,000 per year, and that number is expected to double in the next two decades. Fur-
thermore, while stroke used to affect patients in their 60s and older, its instance is growing in the popu-
lation in their 40s and up. Stroke patients must engage in intensive rehabilitation in order to attempt to
regain function and minimize permanent disability. However, there is already a shortage of suitable
physical therapists, and the changing demographics indicate a yawning gap in care in the near future.
While stroke is the most common cause of movement impairments in adults, Cerebral Palsy (CP) is in
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children; both persist in life-long disabilities. About 10,000 infants and children are diagnosed with CP
each year, and there are over 764,000 persons in the U.S. who manifest symptoms of CP. Further, the
number of neurodevelopmental and cognitive disorders is on the rise, including autism spectrum disor-
der, attention deficit and hyperactivity disorder, and others. Autism rates alone have quadrupled in the
last quarter century, with one in 88 children diagnosed with the deficit today (up from 1 in 150 just a few
years ago). Improved outcomes from early screening and diagnosis and transparent monitoring and
continual health assessment will lead to greater cost savings, as can effective intervention and therapy.
These factors will also offset the shrinking size of the healthcare workforce, while affordable and acces-
sible technology will facilitate wellness, personalized, and home-based healthcare.

Increasing life-long independence thus becomes a key societal driver. It includes improving the ability
to age in place (i.e., to enable the elderly to live at home longer, happier and healthier), improving mobil-
ity, reducing isolation and depression at all ages (which, in turn, impacts productivity, health costs, and
family well-being). Improving care and empowering the care recipient also facilitates independence for
caregivers, who have shifted from female stay-at-home relatives and spouses to employed family mem-
bers of both genders, because the economics of in-home healthcare are unaffordable. Robotics technolo-
gies can improve safety and monitoring to avoid missing medication, ensure consistency in taking
medication, monitoring for falls, lack of activity, and other signs of decline.

All of the above features and properties of robotics technologies have the potential to prolong and im-
prove productivity of the workforce and increase its size. With the decrease in available social security
and retirement funding, people are working longer. Enabling people with disabilities, whose numbers
are on the rise, to go into the workforce (and contribute to social security) would also offset the reduc-
tion in available labor/workforce.

Finally, keeping technology leadership in the broad domain of healthcare is a key goal, given the size of
the U.S. population and its age demographics.

2.  Strategic Findings

2.1  Surgical and Interventional Robotics
The development of surgical robots is motivated by the desire to:

Enhance the effectiveness of a procedure by coupling information to action in the operating•
room or interventional suite.

Transcend human physical limitations in performing surgery and other interventional proce-•
dures, while still affording human control over the procedure.

Two decades after the first reported robotic surgical procedure, surgical robots are now being widely
used in the operating room or interventional suite. Surgical robots are beginning to realize their poten-
tial in terms of improved accuracy and visualization, as well as enabling of new procedures.

Current robots used in surgery are under the direct control of a surgeon, often in a teleoperation sce-
nario in which a human operator manipulates a master input device and a patient-side robot follows the
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input. In contrast to traditional minimally invasive surgery, robots allow the surgeon to have dexterity
inside the body, scale down operator motions from normal human dimensions to very small distances,
and provide a very intuitive connection between the operator and the instrument tips. The surgeon can
cut, cauterize, and suture with accuracy equal to or better than that previously available during only very
invasive open surgery. A complete surgical workstation contains both robotic devices and real-time im-
aging devices to visualize the operative field during the course of surgery. The next generation of surgi-
cal workstations will provide a wide variety of computer and physical enhancements, such as “no-fly”
zones around delicate anatomical structures, seamless displays that can place vast amounts of relevant
data in the surgeon’s field of view, and recognition of surgical motions and patient state to evaluate per-
formance and predict health outcomes.

If the right information is available, many medical procedures
can be planned ahead of time and executed in a reasonably

predictable manner, with the human exercising mainly
supervisory control over the robot. By analogy to indus-
trial manufacturing systems, this model is often referred

to as “Surgical CAD/CAM” (Computer-Aided Design and
Computer-Aided Manufacturing). Examples include prepa-
ration of bone for joint reconstructions in orthopaedic sur-
gery and placement of needles into targets in interventional

radiology. In these cases, the level of “automation” may vary,
depending on the task and the relative advantage to be gained. For example, although a robot is easily
able to insert a needle into a patient, it is currently more common for the robot to position a needle
guide and for the interventional radiologist to push the needle through the guide. As imaging, tissue
modeling, and needle steering technology improve, future systems are likely to become more highly in-
tegrated and actively place needles and therapy devices through paths that cannot be achieved by simply
aiming a needle guide.  In these cases, the human will identify the target, plan or approve the proposed
path, and supervise the robot as it steers the needle to the target.

2.2  Robotic Replacement of Diminished/Lost Function
Orthotic and prosthetic devices are worn to increase functionality or comfort by physically assisting a
limb with limited movement or control, or by replacing a lost or amputated limb. Such devices are in-
creasingly incorporating robotic features and neural integration. Orthoses protect, support, or improve
the function of various parts of the body, usually the ankle, foot, knee and spine. Unlike robotic devices,
traditional orthoses are tuned by experts and cannot automatically modify the level or type of assistance
as the patient grows and his or her capabilities change. Robotic orthoses are typically designed in the
form of an exoskeleton, which envelopes the body part in question. They must allow free motion of limbs
while providing the required support. Most existing robotic exoskeletons are research devices that focus
on military applications (e.g., to allow soldiers to carry very heavy loads on their backs while running)
and rehabilitation in the clinic. These systems are not yet inexpensive and reliable enough for use as or-
thoses by patients.

A prosthesis is an artificial extension that replaces the functionality of a body part (typically lost by in-
jury or congenital defect) by fusing mechanical devices with human muscle, skeleton, and nervous sys-
tems. Existing commercial prosthetic devices are very limited in capability (typically allowing only
opening/closing of a gripper) because they are signaled to move purely mechanically or by electromyog-
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raphy (EMG), which is the recording of muscle electrical activity in an intact part of the body). Robotic
prosthetic devices aim to more fully emulate the missing limb or other body part through replication of
many joints and limb segments (such as the 22 degrees of freedom of the human hand) and seamless
neural integration that provides intuitive control of the limb as well as touch feedback to the wearer. The
last few years have seen great strides in fundamental technologies and neuroscience that will lead to
these advanced prostheses. Further robotics research is needed to vastly improve the functionality and
lower the costs of prostheses.

2.3  Robot Assisted Recovery and Rehabilitation
Patients suffering from neuromuscular injuries or diseases, such as occur in the aftereffects of stroke,
benefit from neurorehabilitation. This process exploits the use-dependent plasticity of the human neu-
romuscular system, in which use alters the properties of neurons and muscles, including the pattern of
their connectivity, and thus their function. Sensory-motor therapy, in which a human therapist and/or
robot physically assists (or resists) a patient during upper or lower extremity movements helps people
re-learn how to move. This process is time-consuming and labor-intensive, but pays large dividends in
terms of patient healthcare costs and return to productive labor. As an alternative to human-only ther-
apy, a robot has several key advantages for intervention:

After set up, the robot can provide consistent, lengthy, and personalized therapy without tiring.•

Using sensors, the robot can acquire data to provide an objective quantification of recovery.•

The robot can implement therapy exercises not possible by a human therapist. •

There are already significant clinical results from the use of robots to retrain upper- and lower-limb
movement abilities for individuals who have had neurological injury, such as cerebral stroke. These re-
habilitation robots provide many different forms of mechanical input, such as assisting, resisting, per-
turbing, and stretching, based on the patient’s real-time response. For example, the commercially
available MIT-Manus rehabilitation robot showed improved recovery of both acute and chronic stroke
patients. Another exciting implication of sensory-motor therapy with robots is that they can help neuro-
scientists improve their general understanding of brain function. Through knowledge of robot-based
perturbations to the patient and quantification of the response of patients with damage to particular
areas of the brain, robots can make unprecedented stimulus-response recordings. In order to optimize
automated rehabilitation therapies, robots and experiments need to be developed to elucidate the rela-
tionship between external mechanical forces and neural plasticity. The understanding of these relation-
ships will also give neuroscientists and neurologists insight into brain function, contributing to basic
research in those fields.

In addition to providing mechanical/physical assistance in rehabilitation, robots can also provide per-
sonalized motivation and coaching. Socially assistive robotics focuses on using sensory data from wear-
able sensors, cameras, or other means of perceiving the user’s activity in order to provide the robot with
information about the user that allows the machine to appropriately encourage, motivate and coach sus-
tained recovery exercises. Early work has already demonstrated such socially assistive robots in the
stroke rehabilitation domain, and they are being developed for other neuro-rehabilitation domains in-
cluding traumatic brain injury frequently suffered by recent war veterans and those involved in serious
traffic accidents. In addition to long-term rehabilitation, such systems also have the potential to impact
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health outcomes in short-term convalescence, where intensive regimens are often prescribed. For exam-
ple, an early system was demonstrated in the cardiac ward, encouraging and coaching patients to per-
form spirometry exercises ten times per hour in order to prevent infection and speed healing. Such
systems can serve both as force multipliers in heath care delivery, providing more care to more patients,
and also as a means of delivering personalized, customized care to all patients.

2.4  Behavioral Therapy
Convalescence, rehabilitation, and management of life-long cognitive, social, and physical disorders re-
quires ongoing behavioral therapy, consisting of physical and/or cognitive exercises that must be sus-
tained at the appropriate frequency and correctness. In all cases, the intensity of practice and
self-efficacy have been shown to be the keys to recovery and minimization of disability. However, be-
cause of the fast-growing demographic trends of many of the affected populations (e.g., autism, ADHD,
stroke, and TBI as discussed in Section 1.2), the available healthcare needed to provide supervision and
coaching for such behavior therapy is already lacking and on a recognized steady decline. 

Socially assistive robotics (SAR) is a comparatively new field of robotics that focuses on developing ro-
bots aimed at addressing precisely this growing need. SAR is developing systems capable of assisting
users through social rather than physical interaction. The robot’s physical embodiment is at the heart of
SAR’s assistive effectiveness, as it leverages the inherently human tendency to engage with lifelike (but
not necessarily human-like or animal-like) social behavior. People readily ascribe intention, personality,
and emotion to even the simplest robots, from LEGO toys to iRobot Roomba vacuum cleaners. SAR uses
this engagement toward the development of socially interactive systems capable of monitoring, motivat-
ing, encouraging, and sustaining user activities and improving human performance. SAR thus has the
potential to enhance the quality of life for large populations of users, including the elderly, individuals
with cognitive impairments, those rehabilitating from stroke and other neuromotor disabilities, and
children with socio-developmental disorders such as autism. Robots, then, can help to improve the func-
tion of a wide variety of people, and can do so not just functionally but also socially, by embracing and
augmenting the emotional connection between human and robot.

Human-robot Interaction (HRI) for SAR is a growing research area at the intersection of engineering,
health sciences, psychology, social science, and cognitive science. An effective socially assistive robot
must understand and interact with its environment, exhibit social behavior, focus its attention and
communication on the user, sustain engagement with the user, and achieve specific assistive goals. The
robot can do all of this through social rather than physical interaction, and in a way that is safe, ethical
and effective for the potentially vulnerable user. Socially assistive robots have been shown to have prom-
ise as therapeutic tools for children, the elderly, stroke patients, and other special-needs populations re-
quiring personalized care.

2.5  Personalized Care for Special Needs Populations
The growth of special needs populations, including those with physical, social, and/or cognitive disor-
ders, which may be developmental, early onset, age-related, or may occur at any stage of life, presents an
increasing need for personalized care. Some of the pervasive disabilities are congenital (from birth),
such as cerebral palsy and autism spectrum disorder, while others may occur at any point during one’s
lifetime (traumatic brain injury, stroke), and still others occur later in life but persist longer with the ex-
tended lifespan (Parkinson’s Disease, dementia, and Alzheimer’s Disease). In all cases, these conditions



are life-long, requiring long-term cognitive and/or physical assistance associated with significant re-
sources and costs.

Physically and socially assistive robotic systems of the types described above have the power to directly
impact the user’s ability to gain, regain, and retain independence and be maximally integrated into so-
ciety. The most major of those recognized today include mobility, facilitating independence, and aging
in place.

Physical mobility aids, ranging from devices for the visually impaired to the physically disabled, and
from high-end intelligent wheelchairs to simpler, self-stabilizing canes, expand accessibility to goods
and services and decrease isolation and the likelihood of depression and the need for managed care.
Robotics technologies promise mobility aids
that can provide adjustable levels of auton-
omy for the user, so one can choose how
much control to give up, a key issue for the
disabled community. Intelligent wheelchairs,
guide-canes, and interactive walkers are just
a few illustrative areas being developed.

With the fast-growing elderly population, the
need for devices that enable individuals with
physical limitations and disabilities to continue living independently in their own homes is soaring. This
need is augmented by the needs of the smaller but also growing population of the physically disabled, in-
cluding war veterans. Complex systems for facilitating independence, such as machines that aid in ma-
nipulation and/or mobility for the severely disabled, and those that aid complex tasks such as personal
toiletry and getting in/out of bed, are still in the early stages of development but show promise of fast
progress. At the same time, mobile robotics research is advancing the development of mobile manipula-
tion platforms, toward machines capable of fetching and delivering household items, opening doors,
and generally facilitating the user’s ability to live independently in his/her own home. The delay (or elim-
ination, if possible) of the need for moving an individual to a managed care facility significantly de-
creases the cost and burden on the individual, family, and healthcare providers. It also greatly
diminishes the likelihood of isolation, depression, and shortened lifespan.

In addition to physical/mechanical aid, special needs populations stand to benefit significantly from ad-
vances in socially assistive robotics (discussed in the previous section), which provide personalized mon-
itoring, companionship, and motivation for cognitive and physical exercises associated with life-long
health promotion. 

2.6  Wellness/Health Promotion 
Improved prevention and patient outcomes are broad and fundamental goals of healthcare. Better,
more effective, accessible, and personalized ways of encouraging people to eat right, exercise, remain
socially active, and maintain mental health, would significantly decrease many urgent and chronic
health issues. 

In spite of its fundamental importance, health promotion receives less attention and significantly fewer
resources than health intervention. Research funding is justifiably aimed at efforts to identify causes
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“In addition to physical/mechanical aid,

special needs populations stand to bene-

fit significantly from advances in so-

cially assistive robotics.”
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and seek cures for diseases and conditions, rather than on their prevention, with the exception of vac-
cine research in specific sub-areas (e.g., cancer, AIDS). However, prevention-oriented research and its
outcomes have the potential to most significantly impact health trends and the associated major costs to
society. Insurance companies are particularly motivated to promote prevention, and to invest in tech-
nologies that do so. While they are not positioned to support basic research, they are willing to support
evaluation trials of new technologies oriented toward prevention and health promotion.

Robotics technologies are being developed to address wellness promotion. Many of the advances de-
scribed above also have extensions and applications for wellness. Specifically, robotic systems that pro-
mote, personalize, and coach exercise, whether through social and/or physical interaction, have large
potential application niches from youth to the elderly, and from able-bodied to disabled, and from ama-
teurs to professional athletes. Wearable devices that monitor physiologic responses and interact with ro-
botic and computer-based systems also have the potential to promote personalized wellness regimens
and facilitate early detection and continuous assessment of disorders. In this context, robotics is provid-
ing enabling technologies that interoperate with existing systems (e.g., laptop and desktop computers,
wearable devices, in-home sensors) in order to leverage advances across fields and produce a broad span
of usable technologies toward improving quality of life.

3.  Key Challenges and Capabilities

3.1  Motivating Exemplar Scenarios

3.1.1  Surgery and Intervention
A pre-operative diagnostic test
indicates that a patient may have
cancer in an internal organ. That
patient receives a Magnetic Reso-
nance Imaging (MRI) scan, from
which the existence and location
of cancerous tissue is confirmed.
The case is referred to a surgeon,
who reviews digital models of the
patient’s anatomy based on the
pre-operative images. An auto-
mated planning system uses
these images as well as local and

national surgical databases to guide the surgeon toward the most appropriate approach to the surgery.
On the day before the procedure, the surgeon rehearses the surgery several times using a patient-spe-
cific simulation, visualizes the spatial extent of the cancer and develops an optimal surgical plan. On
surgery day, a miniature robotic instrument is introduced into the patient’s body through a small inci-
sion. An imaging and navigation system guides the surgeon through the surgery and provides the sur-
geon three-dimensional views of the anatomy, with cancerous tumors clearly highlighted. The system
gives the surgeon the sense that he or she is inside of the patient’s body and is able to see and feel the tis-
sue while delicately removing all traces of the cancer. During the surgery, the navigation system tracks
progress and automatically provides an optimal view of the anatomy as the surgeon works—thus acting
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as a digital assistant. The end result: the cancerous tissue is removed with very little impact on sur-
rounding healthy tissue and the patient recovers quickly enough to return to work within the week, with
little pain and scarring, and the burden of cancer lifted from the patient’s mind.

3.1.2  Replacement of Diminished/Lost Function
A young person loses an upper limb in an accident. A robotic prosthesis with a dexterous hand that repli-
cates the functionality of the lost limb is custom made to fit the patient through medical imaging, rapid
prototyping processes, and robotic assembly. The prosthesis is seamlessly controlled by the patient’s
thoughts, using a minimally or non-invasive brain-machine interface. The patient can control all the
joints of his or her artificial hand, and receives multimodal sensory feedback (e.g., force, texture, tem-
perature), allowing him to interact naturally with the environment. Of particular importance to the user
are being aware of the limb’s motion even in the dark, feeling the warmth of a loved one’s hand, and
being able to perform complex manipulation tasks like tying his or her shoes.

3.1.3  Recovery and Rehabilitation
A patient is still unable to perform the tasks of daily living years after a stroke, and begins robot-assisted
therapy in the clinic. The robotic device applies precisely the necessary forces to help the patient make
appropriate limb movements, sometimes resisting the patient’s motion in order to help him learn to
make corrective motions. Data are recorded throughout therapy, allowing both the therapist and the
robot to recommend optimal strategies for therapy, constantly updated with the changing performance
of the patient. This precise, targeted rehabilitation process brings the patient more steady, repeatable,
and natural limb control. Simultaneously, neuroscientists and neurologists are provided with data to
help them understand the mechanisms of the deficit. Outside of the clinic, a home robot nurse/coach
continues to work with the patient to motivate continued exercises while projecting appropriate author-
ity and competence but not impeding the user’s autonomy and self-efficacy. This effectively shortens
convalescence time and sees the user through recovery.

3.1.4  Behavioral Therapy
A robot works with a child with neurodevelopmental disorders (e.g., autism spectrum disorder and
other disorders) to provide personalized training for communication and social integration in the home.
The robot interacts with the child in a social way, promoting social behaviors, including turn-taking in
play, joint attention, pointing, and social referencing. The robot provides appropriate levels of challenge
and motivation to retain the child’s engagement. It becomes a trusted peer as well as a social catalyst for
play with other children, first in the home, and then in the school lunchroom, and eventually on the pub-
lic playground. Throughout, the robot collects quantitative data on the child’s behavior that can be ana-
lyzed both automatically and by healthcare providers for continuous assessment and delivery of
personalized therapy/treatment/intervention.

3.1.5  Personalized Care for Special Needs Populations
Personalized robots are given to the elderly and physically and/or cognitively disabled users (e.g., due to
Alzheimers/dementia, traumatic brain injury). They are capable of monitoring user activity (from task-
specific to general daily life) and providing coaching, motivation and encouragement in order to mini-
mize isolation and facilitate activity and (re)integration in society. Robots send wireless information to
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summon caretakers as needed, and can be used to continually assess and look for warning signs of dis-
orders or worsening conditions (e.g., decreased sense of balance, lessened social interaction, diminished
vocalizations, lack of physical activity, increased isolation from family/friends) that trigger the need for
early intervention and change in treatment.

3.1.6  Wellness and Health Promotion
Affordable and accessible personalized systems that monitor, encourage, and motivate desirable health
habits, including proper diet, exercises, health checkups, relaxation, active connection and social inter-
action with family and friends, caring for pets, and so on are purchased as easily and readily as current
personal computers, and easily configured for the user and made interoperable with other computing
and sensory resources of the user environment. For example, robot pets monitor the amount of physical
activity of a overweight diabetic user to promote increased physical activity, and motivate required re-
porting of dietary practices and health checkups, sharing appropriate information updates with the
family and the healthcare provider, as well as with the insurance company whose rates adjust favorably
in response to adherence to a healthy and preventive lifestyle.

3.2  Capabilities Roadmap
To address the healthcare challenges noted in Sections 1 and 2 and to achieve the exciting scenarios de-
scribed immediately above in Section 3.1, we have developed a list of major capabilities that a robotic sys-
tem must have for ideal integration into medicine and healthcare. These capabilities, in turn, motivate
research into the technologies described in Section 4.

3.2.1  Physical Human-Robot Interaction and Interfaces 
Almost all branches of medicine involve physical interaction between the clinician and the patient, rang-
ing from cancer-removal surgery to post-stroke physical therapy. Robots can improve the efficacy of
such treatments in three main ways: by enhancing the physical interaction between clinician and pa-
tient as it transpires; by helping clinicians safely practice diagnostic and interventional skills; and by di-
rectly delivering care to the patient. All such applications need intuitive interfaces for physical
interaction between humans and robots and require advances in the core robotics areas of sensing, per-
ception, and action. A great variety of sensing and perception is required, including recording the mo-
tions and forces of the user to infer intent, creating biomechanical models of the human body, and
estimating the forces between the robot and the user. The reciprocal nature of interaction means that
the robot will also need to provide useful feedback to the human operator, whether that person is a clini-
cian or a patient. In addition to haptics (force and tactile cues), systems that also involve vision, hearing,
and other senses also must be studied.

Systems involving physical human-robot interaction are difficult to design, in part because humans are
extremely unpredictable from the perspective of a robot. Unlike a passive, static environment, humans
dynamically change their motion, strength, and immediate purpose. These changes can be as simple as
physiologic movement (e.g., a patient breathing during surgery) or as complex as the motions of a sur-
geon suturing. During physical interaction with a robot, the human is an integral part of a closed-loop
feedback system, simultaneously exchanging information and energy with the robotic system; thus, the
human cannot simply be treated as an external system input. In addition, the loop is often closed with
both human motion and visual feedback, each with its own errors and delays, which can potentially
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cause instabilities in the human-robot system. Given these problems, how do we guarantee safe, intu-
itive, and useful physical interaction between robots and humans? There are several parallel approaches
to solving these problems: modeling human behavior and dynamics; sensing the human’s physical be-
havior in a very large number of dimensions; and developing robot behaviors that will ensure appropri-
ate interaction no matter what the human does. Great strides have been made in these areas over the
last two decades, yet there are still no existing systems that provide the user with an ideal experience of
physically interacting with a robot in any domain of medicine. Five-, ten-, and fifteen-year goals for this
capability focus on increasing complexity and uncertainty of the task at hand.

In 5 years: New devices and algorithms will enable more effective two-way exchange of informa-•
tion and energy between the human and the robot. In surgical robotics, systems will be able to
provide the full suite of physical feedback to the surgeon as they control the robotic instruments.
The interface will provide rich haptic feedback including forces as well as complementary infor-
mation such as surface texture and environmental compliance of the remote patient’s tissue,
with similar information available during simulated training sessions. Robotic devices for reha-
bilitation will be able to output a wide range of impedances, from completely un-encumbering
(zero mass/stiffness/friction) to very high impedance with the ability to entirely support the pa-
tient’s weight. Orthotic and prosthetic devices will restore lost functionality, such that the human
user is able to conduct basic daily tasks without assistance. Understanding of desired human
motion based on external sensors and brain-machine interfaces is essential for prosthesis design,
requiring an appropriate mapping between human thoughts and the actions of a robotic pros-
thetic limb.

In 10 years: Human-robot interaction will be made intuitive and transparent, such that the•
human’s intent is seamlessly embodied by the robotic system. Interfaces should be automatically
customized to the specific user to maximize intuitiveness of the interface. Interfaces will esti-
mate the user’s intent, rather than simply executing the user’s commands that may be subject to
human imperfections. Surgical robots will enable outcomes better than what can be expected in
open surgery by eliminating non-useful information from the interface and from the motion
command. In rehabilitation applications, robots will interface with patients to provide assistance
and/or resistance along appropriate degrees of freedom, and should provide backdrivable or
compliant behavior that transmits appropriate physical feedback regarding patient behaviors.
Patients will feel feedback that makes them aware of movement errors and spasticity, encour-
ages smooth repetitive movements, and is engaging and challenging as needed. Orthotic and
prosthetic devices will enable functionality that begins to match that of the original biological ca-
pabilities.

In 15 years: Assistance from robotic systems will enable the human user to become better than•
human. By sensing a human’s movement and inferring intent, robots will be able to provide con-
text-appropriate forces to a human operator, such as a rehabilitation patient using a robot to re-
gain limb function and strength after a stroke. The robot will limit applied force or motion to
levels that are useful and intuitive for the user. It will provide virtual constraints and other physi-
cally meaningful elements to help execute tasks accurately, or to provide feedback helpful for
training, motor learning, and musculoskeletal adaptation. Surgical teleoperators will enable a
human or multiple humans to control non-anthropomorphic manipulation systems with velocity
limits, degrees of freedom, and kinematics that deviate significantly from that of a human, with
the limitations of the robotic system intuitively conveyed to the human user(s). Both surgical



teleoperation systems and rehabilitation robots will provide training to the human user through-
out the physical interaction such that the human learns how to be a better user of the robotic sys-
tem while simultaneously learning how to rely less on the robotic system. Orthotic and prosthetic
devices will enable functionality that surpasses the original biological capabilities.

3.2.2  Social Human-Robot Interaction and Interfaces
Robots that provide social and cognitive support are beginning to appear in therapy, health, and well-
ness applications. These socially assistive robots motivate their users to pursue healthy behaviors, en-
gage them in a therapy program, and provide an easy to use natural interface. Such robots will recognize
and display a wide range of human communicative cues such as speech, gesture, and gaze, and will cre-
ate appropriate behavioral responses to offer effective and rich social interaction. They will be able to
employ sophisticated models of embodied dialog that include verbal and nonverbal speech acts and han-
dle imperfections that are typical in human communication.

Research challenges in achieving socially assistive robots include developing models of human behavior
that accurately capture the nuanced and complex patterns of social interactions. Based on samples
drawn from human experts, these models will allow robots to perform various roles such as consultant,
therapist, buddy, and caregiver, and employ different strategies such as expressing authority or compas-
sion or motivational competition, all to achieve desired behavior change in their users. Robots will also
have to adapt to complex participation structures that are typical in day-to-day social interactions for
situations such as group exercise and therapy, understanding the roles of all participants, following

changes in speakership, appropriately ac-
knowledging speakers, addressing by-
standers, and so on. 

A research goal that is particularly pertinent
to healthcare is the ability to build and main-
tain relationships over long periods of time.
Robots will need the capability to not only
achieve short-term interactions, but also
maintain these interactions over weeks and

months, adapting their behavior to changes in the user’s state of health, in response to different behav-
ioral strategies, and in the relationship that has been established between the robot and its user. These
changes will draw on health data as well as data on how human relationships change over time and em-
ploy learning strategies. Research on these capabilities will explore how much autonomy robots have in
their interactions with their users; the robot might serve as an interface between a patient and a thera-
pist or serve as a therapist itself. 

The development of core capabilities for effective social human-robot interaction and interfaces must
follow a human-centered design process and rigorous assessments with a range of stakeholders. User re-
search in this process might involve the targeted health population in the early design process as well as
formative evaluations of the design iterations that extend to patient, physician, family, therapist, and
other members of their community. A key methodological limitation that research and development in
this area will need to explore is identifying appropriate measures of success for natural interaction, vali-
dating these metrics across contexts and health applications, and developing methods to capture these
measurements in real time as input to the robot for online assessment of the interaction and for learning. 

“Socially assistive robots motivate their

users to pursue healthy behaviors, en-

gage them in a therapy program, and

provide an easy to use natural interface.”
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In 5 years: Robots will autonomously maintain one-time (e.g., a health interview) or short-term•
(e.g., a specific exercise) interactions, in specific, narrowly-defined domains, following appropri-
ate norms of human social embodied communication, including social distance, gesture, expres-
sions and other non-verbal cues as well as simple verbal content., instructions, and feedback.

In 10 years: Robots will autonomously maintain longer, repeated interactions in a broader set of•
domains in controlled environments. They will offer a combination of human-led and robot-led
interactions using open dialog including speech, gesture, and gaze behaviors in limited do-
mains. They will be capable of providing prescribed intervention/therapy within precisely speci-
fied domains.

In 15 years: Robots will autonomously maintain multiple interactions over weeks and months in•
a broad set of domains. These robots will offer complex mixed-initiative interactions and fluently
use multimodal models of behavior that are generalizable across a broad set of social situations.
They will adapt their behaviors to changes over time, including small fluctuations in mood, slow
decline or improvement, and sudden unexpected changes, as well as shape the interaction to
match the role and need of individual users. 

3.2.3  Robot-Mediated Health Communication
Remote robotic telepresence could have a major impact on acute and post-operative care, as well as on
the long-term management of chronic conditions, allowing surgeons and therapists to visit patients and
mentor/assist each other in pre-, intra-, post-operative, long-term recovery, and therapy scenarios. Re-
searchers are already actively investigating the use of telepresence as an aging-in-place technology for
use in the homes of the elderly in order to enable the shrinking numbers of healthcare workers to check
on their growing client list. Robot-mediated health communication has the potential to significantly
lower healthcare costs and increase patients’ access to the best care, allowing remote specialists to men-
tor local surgeons during a procedure, or therapists to conduct in-home assessments remotely. 

Enabling cost-efficient and effective robot-mediated health communication requires that the robotics
research community address a number of challenges. Existing telepresence robots (e.g., InTouch, VGo)
provide only visual and voice communication. Manipulation capabilities will enable the next level of
physical interaction required to diagnose, treat, and even comfort patients. Thus, any advances toward
robots operating autonomously in human environments (e.g., navigation and dexterous manipulation)
will also impact telepresence robots. Robotics challenges unique to teleoperation and remote presence
are highlighted next.

Embodiment of the remote mentor or collaborator, in contrast to video conferencing via a laptop, en-
hances the remote clinician’s effectiveness by allowing him or her to navigate the environment, access
more information for building common ground, and even to provide physical assessment and assistance.
An important open question is the effectiveness of mediated human-human interactions, comparing
health communication done through robotic telepresence to video and traditional face-to-face visits.

Designing effective and intuitive interfaces for remote users to control telepresence robots is an open
challenge. For instance, it is imperative to investigate who can operate a telepresence robot, when to
allow access to it, and where and in what ways the operator can control it. An operator’s role and rela-
tionship to the person being visited impacts what health information is communicated (e.g., general
health discussions versus personalized medication information including dosage and schedule). Due to
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HIPAA regulations and the private nature of health communications, additional measures will be neces-
sary to protect the privacy of end-users and people in the same space as the robot. For example, the oper-
ator may see high-quality video and hear full-quality audio in the telepresence robot’s immediate
surroundings, but diminished quality beyond.

With technical advances in autonomous robots, telepresence robots could also operate in semi-au-
tonomous or autonomous modes. For example, these systems might allow the remote operator to issue
only high-level commands for dexterous manipulation or navigation tasks or serve as personal health-
monitoring devices when not actively in use as remote-presence portals, collecting information and pro-
viding medication reminders. It will be important to understand how a robot can effectively use a
variety of levels of autonomy and still provide a seamless intuitive and acceptable experience for the end
user. The design of adjustable autonomy interfaces for this type of scenario is an open challenge. The
robot has to communicate to the end users whether it is being operated by a remote human or au-
tonomously or by some combination of the two. The interface available to the user might vary across sce-
narios and across different levels of autonomy. 

The following are a set of milestones in the research challenges of this area:

In 5 years: We will have a better understanding of the healthcare benefits of robotic telepresence•
compared with other forms of physical presence, cyber-presence, and telepresence. Additionally,
we will have advances in end-user privacy controls that will pave the way for field studies.

In 10 years: Advances in manipulation and navigation capabilities move telepresence robotics•
into the realm of semi-autonomous control. These developments include advances in the design
of intuitive novel control interfaces for remote users for effectively varying autonomy. 

In 15 years: We will have extended field evaluations of telepresence robots deployed in a variety•
of health scenarios. These robots will operate semi-autonomously with effective and intuitive
control interfaces for remote users, afford socially appropriate physical and social interaction
modalities, and offer advanced patient privacy controls.

3.2.4  Automated Understanding of Human State and Behavior During Robot Interaction
Medical and healthcare robots need to understand their user’s state and behavior to respond appropri-
ately. Because human state and behavior are complex and unpredictable, and because vision-based per-
ception is an ongoing challenge in robotics (and a privacy concern as well), automated perception and
understanding of human state and behavior requires the integration of data from a multitude of sensors,
including those on the robot, in the environment, and worn by the user, as well as application of statisti-
cal methods for user modeling based on this multimodal data. Fundamental mechanistic models of how
robot interaction affects state and behavior are still in their infancy; further development of these mod-
els will enable more effective design of the control algorithms for medical and healthcare robots.

The ability to automatically recognize emotional states of users in support of appropriate, robot behavior
is critical for making personalized robotics effective, especially for health-related applications that involve
vulnerable users. Emotion understanding requires processing multi-channel data from the user, includ-
ing voice, facial expression, body motion, and physiologic data and reconciling inconsistencies (e.g., be-
tween verbal and facial signals). The power of empathy is well recognized in healthcare: doctors who are
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perceived as empathetic are judged as most competent and have the fewest lawsuits. Further, creating
empathy in synthetic systems is just one of the challenges of perceiving and expressing emotion. Early
work in socially assistive robotics has already demon-
strated that personality expression, related to emotion, is
a powerful tool for coaching and promoting desired be-
havior from a user of a rehabilitation system. 

Physiologic data sensors are typically wearable sensors
and devices that provide real-time physiologic signals
(e.g., heart rate, galvanic skin response, body tempera-
ture). Active research is addressing methods for extract-
ing metrics, such as frustration and motivation, from
physiologic data. The ability to capture physiologic data
without encumbering a patient and to transmit those
data to a computer, robot, or caregiver, has great poten-
tial for improving health assessment, diagnosis, treat-
ment, and personalized medicine. It will enable
intelligent assistance, appropriate motivation, and better
performance and learning.

In 5 years: Robots will be able to have the ability to capture human state and behavior•
(aided with wearable sensors) in controlled environments (e.g., physical therapy sessions,
doctor’s offices) with known structure and expected nature of interactions. Data from
such sessions will begin to be used to develop models of the user that are useful for de-
veloping general schemes for optimizing robot interactions.

In 10 years: Robots will be able to automatically classify human state and behavior from•
lightly instrumented users (lightweight sensors), in less structured settings (e.g., doc-
tor’s offices and homes with less-known structure), visualize those data for the user and
the healthcare provider, and choose appropriate interactions for individual users based
on the classification. 

In 15 years: Robots will be able to detect, classify, predict, and provide coaching for•
human activity within a known broad context (e.g., exercise, office work, dressing) with
minimal use of obtrusive sensors. The robot will be able to provide intuitively visualized
data for each user, based on the user’s needs. Decisions for robot interactions based on
the ongoing classification of state and behavior will use algorithms validated as effective
in rigorous experimental studies.

3.2.5  Large-Scale and Long-Term Modeling of Users’ Changing Needs
The need for robot systems to have user-specific models is especially important in healthcare domains.
Each user has specific characteristics, needs, and preferences to which the robot must be attuned. Fur-
thermore, these typically change over time as the person gets accustomed to the robot, and as his or her
health state changes, over the short term (convalescence), medium term (rehabilitation), and lifelong
(lifestyle changes, aging). To be effective, robotic systems interacting with human end-users must be
able to learn user-specific models that differentiate one person from others and are adaptive over time.
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To achieve this, the robot must take advantage of data integrated from a vast array of sources. Physical
information about the user, both from wearable and remote sensors, such as cameras, provides data re-
lated to the user’s current state. In addition, the Internet can provide user data, such as personal or med-
ical history and past performance, as well as data about other, similar users. Challenges include
integrating a spectrum of such multimodal information, in light of uncertainty and inconsistencies over
time and among people. Machine learning, including robot learning, has been adopting increasingly
principled statistical methods. However, much work remains in addressing complexities of uncertain
real-world data (noisy, incomplete, and inconsistent), multimodal data about a user (ranging from sig-
nal-level information from tests, electrodes, and wearable devices, to symbolic information from charts,
patient interviews, etc.), long-term data (over months/years of treatment), and data from multiple users
(such as Internet-based compendia).

User models should leverage both
historical data from a single user
(longitudinal) as well as data from
multiple users (lateral). For instance,
rather than basing an interaction on
a fixed measure (such as what level
of glucose is considered “normal”), a
robot should base its decisions on
models that are specifically related
to a particular user—from past
measurements and/or other users
with similar characteristics. The
models should be of sufficient reso-
lution and accuracy to enable intelli-
gent, rational decisions, whether by

itself, caregivers, or the users themselves. In addition, it is critical that the models be created efficiently
as new data arrives, to facilitate “just in time” user models.

The intersection of healthcare and social media creates a new avenue of data to enhance user models.
The “Quantified Self” movement, self-tracking of health-related information (e.g., exercise routines, pe-
dometer readings, diet plans), is newly popular, and a growing number of people are sharing this infor-
mation via social media. Additionally, analyzing a user’s interaction with social media provides an
indication of personality and relationships. Tracking the changes in interactions over time may provide
a unique way to understand mental changes not apparent from physiological sensors.

Taking these challenges into account, an adaptive, learning healthcare robot system would model the
user’s health state, compared to some baseline, in order to adjust its delivery of services accordingly.
Such robots could generate quantitative metrics to show positive health outcomes based on health pro-
fessional-prescribed convalescence/intervention/therapy/prevention methods.

In 5 years: Robotic systems will use increasing amounts of multi-source real-world health data to•
generate user-specific models in spite of noisy, inconsistent data. User models will be of suffi-
cient resolution to enable the system to adapt its interaction with the user to improve task per-
formance within a particular context (e.g., specific exercise).
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In 10 years: Adaptive and learning systems will be extended to operate on multimodal, long-term•
data (months and more) and large-scale, Internet-based data of users with similar characteristics
to generate user-specific models that highlight differences over time and between users. Robot
systems will analyze social media to model user personality and relationships. Learned user mod-
els will support comprehensive interaction in extended contexts (e.g., daily activity). 

In 15 years: Adaptive and learning systems should actively collect data (from both sensors and the•
Internet) that are likely to be useful in differentiating between alternate user models. Sensor
data and social media will be analyzed to model changes in the user’s state of mind. Learned user
models will support robot systems and healthcare providers in detecting and reacting to changes
in the user’s psychological and physical health in a timely manner. These comprehensive models
of user health state will be used to continue to optimize human-machine interaction for im-
proved health practices.

3.2.6  Quantitative Diagnosis, Assessment, and Training
Robots coupled to information systems can acquire data from patients in unprecedented ways. They can
use sensors to record the physiologic status of the patient, engage the patient in physical interaction in
order to acquire external measures of physical health such as strength, and interact with the patient in
social ways to acquire behavioral data (e.g., eye gaze, gesture, joint attention) more objectively and re-
peatedly than a human observer could. In addition, the robot can be made aware of the history of the
particular health condition and its treatment, and be informed by sensors of the interaction that occur
between the physician or caregiver and the patient. The same quantitative diagnosis and assessment
paradigm can provide information on the performance of a medical care provider, such as a surgeon or
therapist, by tracking the provider’s fatigue, stress, repeatability, accuracy, and procedural outcomes as
new skills are acquired, or through routine assessment over a period of time.

Quantitative diagnosis and assessment requires sensing of the human user (patient or provider), the ap-
plication of stimuli to gauge responses, and the intelligence to use the acquired data for diagnosis and
assessment. When diagnosis or assessment is uncertain, the robot can be directed to acquire more ap-
propriate data. The robot should be able to interact intelligently with the physician or caregiver to help
them make a diagnosis or assessment with sophisticated domain knowledge, not necessarily to replace
them. As robots facilitate aging in place (i.e., in the home), automated assessment becomes important as
a means to alert a caregiver, who will not always be present, about potential health problems.

Many technological components related to diagnosis and assessment, such as micro-electromechanical
lab-on-a-chip sensors for chemical analysis and “smart clothing” that records heart rate and other physi-
ologic phenomena, borrow from ideas in robotics or have been used by robots in diagnosis and assess-
ment. Others, such as using intelligent socially assistive robots to quantify behavioral data, are novel and
present new ways of treating data that had, to date, been only qualitative. These new sensing paradigms,
coupled with miniaturization of sensors and ubiquity of wireless communication, guarantee an ever-in-
creasing volume of data to drive this quantitative paradigm.

An important challenge is to convert quantitative data into clinically-relevant performance metrics that
demonstrate repeatability, accuracy, stability, and perhaps most importantly, validity in the clinical set-
ting. The value of this quantitative approach becomes obvious when these performance metrics can be
used to close the loop and drive the personalization of the training regimen of the healthcare provider, or
treatment protocol for the patient.
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Each of the stages of the diagnosis/assessment/training process needs to be improved individually, and
the process then improved as an integrated whole. These stages include acquiring quantitative data by
controlled application of stimuli, reducing the dimension and extracting critical details, and performing
and potentially altering actions to achieve a better informed diagnosis/assessment and outcome. In
some settings, this process is self-contained (i.e., administered within a controlled session) while in oth-
ers, it may be an open-ended procedure (i.e., administered in a natural environment, such as the home). 

To date, this cycle has been deployed in a qualitative sense, with the caregiver in the loop, determining
the appropriate actions. The quantification and automation engendered in a robotic system facilitates
closing of the loop, leading to significant improvements in terms of efficiency, reliability, and repeata-
bility in both the delivery of patient care and the acquisition of procedural skills. Achieving this sophisti-
cated process requires reaching several major milestones. 

In 5 years: A robot will be able to collect relevant behavioral and biophysical data reliably in non-•
laboratory settings. Off-line analysis of these data (such as physiological state, movement and
sensorimotor capability, eye gaze direction, social gestures) will lead to the computation of clini-
cally relevant performance metrics. Validation of these metrics with significant subject pools en-
sures accurate diagnosis and assessment using the quantitative paradigm. Optimal ways of
relaying the information to the robot system, the patient, and caregiver will be developed. Inte-
gration of multimodal physiological sensing and visualization of data are essential.

In 10 years: We will be able to access biophysical signals using external hardware instrumenta-•
tion and have direct analysis of both biophysical and movement behaviors to provide detailed di-
agnosis and/or assessment. Robotic devices are used to adaptively alter the stimulation to excite
the appropriate behaviors and extract appropriate data, from the motor to the social. Algorithms
for automatically extracting salient behaviors from multimodal data enable for data segmenta-
tion and analysis, for aiding quantitative diagnosis. These quantitative metrics inform the cus-
tomization of the training or therapeutic protocol.

In 15 years: We can accomplish connecting and easily accessing biophysical signals with wearable•
or implantable devices in real time. This is linked to integrated unencumbered multimodal sens-
ing and intuitive data visualization environment for the user and caregiver. Real-time algorithms
enable not only off-line but also online quantitative analysis of such data to inform in situ diag-
nosis as well as long-term patient tracking or skill acquisition. Systems are developed for in-
home use and detection of early symptoms of pervasive disorders, such as autism spectrum
disorder, from behavioral data. Similarly, the progression of degenerative motor disorders, such
as Parkinson’s or muscular dystrophy, can be monitored. Finally, by closing the loop, adaptive
training algorithms based on the quantitative assessments will enable personalized protocols for
procedural training for surgeons, or individualized rehabilitation regimens for cognitive and
sensorimotor impairments.

3.2.7  Context-Appropriate Guidance and Variable Autonomy 
Robots can provide context-appropriate guidance to human patients and caregivers, combining the
strengths of the robot (accuracy, dexterity at small scales, and advanced sensory capabilities) with the
strengths of the human (domain knowledge, advanced decision-making, and unexpected problem-solv-
ing). This shared-control concept is also known as a human-machine collaborative system, in which the



operator works “in-the-loop” with the robot during task execution. As described earlier, humans (both
patients and caregivers) represent uncertain elements in a control system. Thus, for a robot to provide
appropriate assistance, it is essential that a robot understand the context of the task and the human be-
havior for a range of healthcare and medical applications.

In prosthesis control, low-level robotic controllers are needed to automatically adjust the coordinated
behavior of the artificial limb to support the high-level activities desired by the user. The user must des-
ignate subsets of these coordinated behaviors with which to achieve a desired task. This model of collab-
oration establishes a command hierarchy in which the human selects the high-level action plan and the
robot carries out those instructions. The resulting behavior should be so intuitive that the human opera-
tor does not even notice that some autonomy is taking place (or learns to rely and depend on it).

In surgical systems, human-robot collaboration joins the expertise of a surgeon with the super-human
precision and accuracy of a robot to provide greater patient safety. Surgical systems may subscribe to a
similar command hierarchy with the human surgeon commanding the high-level surgical plan and the
robot performing precise micro-movements. In this case, additional autonomy can be delegated to the
robot to maintain rigid constraint bound-
aries on movement to protect vital anatomi-
cal structures during surgery.

In rehabilitation, human-robot collaboration
can ensure productive interactions between a
client and a therapist, with increased effi-
ciency and improved quality of care. The
robot must be able to shift from assistant
(providing support and information on client
performance) to director in driving the therapeutic exercises when alone with the client. Implementing
such guidance requires that the robot understands the task the therapist is trying to accomplish and the
current state of both client and therapist, and that it has the physical and/or social means for providing
assistance. 

In assisted living, human-robot collaboration can address multiple tasks by allowing for shifts in the
robot autonomy as circumstances require. The robot might influence behavior and provide support
through social mechanisms—offering suggestions on activities, assisting in communication tasks, and
providing cognitive support like reminders about medication. Under more critical circumstances (e.g.,
falls or extended inactivity), the robot might need to shift to a completely autonomous and proactive
role in order to notify emergency responders. This variable autonomy within a single integrated system
can provide more robust and flexible behavior while supporting desired modes of interaction with the
target user.

In 5 years: We will have integrated human-robot systems that rely on a fixed command hierarchy•
and roles, that operate in well-controlled environments or with limited interfaces, that rely on
structured aspects of the environment, and that provide measurable gains in user performance. 

In 10 years: We will have the ability to shift roles based on user delegation or task context. The ro-•
bots will model the complementary role of the human user in order to amplify human resources
by providing customized support across greater time scales. 

“In surgical systems, human-robot

collaboration joins the expertise of a

surgeon with the super-human

precision and accuracy of a robot.”
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In 15 years: We will adapt to context-driven variable autonomy under unstructured environmen-•
tal settings such as the home. We will also assemble relevant historical data and consultations
with expert caregivers to support a wide range of activities of daily living.

3.2.8  Information Map-Guided Interventions 
Minimally invasive approaches to surgery reduce situational awareness because the relevant anatomy and
tools cannot be directly seen and felt by the clinician. As minimally invasive surgery moves from straight
rigid instruments to snake-like devices, this problem is exacerbated. Existing techniques to address this
problem focus, for example, on computer-based fusing of pre-operative images with intra-operative im-
ages or rely on the clinician mentally fusing multiple sensor displays with memory-based models.

These approaches fall short since they fail to incorporate all available information and do not capitalize
on a key capability of robotics to integrate sensor data, models, and other types of information into the
planning and execution of motions. In medicine, a rich set of information sources is available. These in-
clude imaging technologies such as ultrasound, magnetic resonance imaging (MRI), spectroscopy, and
optical coherence tomography (OCT). These modalities provide 3D geometric models of the anatomy en-
abling precise localization of diseased tissue as well as sensitive tissue to be avoided (e.g., nerves and
blood vessels). Imaging techniques such as elastography also provide the capability to assign mechanical
properties, e.g. (stiffness) to the 3D geometric model enabling surgical planning through the prediction
of tool-tissue interaction forces. Additional sources of information include both instrument-mounted
sensors (e.g., pressure, force) and patient-mounted sensors (e.g., heart rate, blood pressure, oxygen sat-
uration). Furthermore, national databases can provide information on patients who underwent similar
procedures including anatomy, surgical description as well as outcome. Finally, the available informa-
tion also can include a patient-specific surgical plan updated in real time. 

It is only through the creation and exploitation of an Information Map incorporating all of this data that
the full potential of robotic minimally invasive surgery will be achieved. Such a map will provide the in-
dividual clinician with more detailed and up-to-date information than was ever available to their most
experienced colleagues. Furthermore, the Information-Map-driven robot will endow the individual cli-

nician with a skill level higher than that of
the best experts in their field. Substantial
technical challenges must be overcome to
reach these goals. These include (1) creating
techniques for building and updating the In-
formation Map as a procedure progresses,
(2) developing methods for immersing the
clinician inside the information map so as to
maximize his or her situational awareness
resulting in effortless and precise control of
robot with respect to the anatomy, (3) devel-

oping robots that are compatible with imaging and sensing tools (e.g., MRI and ultrasound), and (4) de-
riving robot control algorithms that maximize robot situational awareness with respect to the patient
and with respect to surgeon intent. The latter will enable the robot to adapt clinician-prescribed motions
toward desired surgical targets and away from delicate structures while also facilitating autonomous ex-
ecution of surgical subtasks. Milestones toward these goals are given below.

“Minimally invasive approaches to 
surgery reduce situational awareness

because the relevant anatomy
and tools cannot be directly seen

and felt by the clinician.”
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In 5 years: Standardized techniques will be available for designing robots compatible with both•
MRI and ultrasound. This will involve actuator and mechanism design utilizing materials that
enable robot motion during imaging, minimize artifacts that obscure both the robot and sur-
rounding tissue, and satisfy physical interference constraints (e.g., fitting the robot and the pa-
tient inside the MRI bore). Also, robot-assisted techniques will enable automatic transformation
of multimodal data to patient-specific physical models appropriate for guiding snake-like robots
to reach desired targets while avoiding delicate structures.

In 10 years: Algorithms will construct and update Information Maps using real-time sensor data•
as well as surgical databases. Surgeon interfaces connecting the clinician to both the Informa-
tion Map and the robot will provide effortless control for tasks as diverse as brain tumor removal
or the navigation of miniature swimming robots in the vasculature.

In 15 years: Robot control algorithms will detect a surgeon’s intent and, utilizing real-time infor-•
mation-map-based surgical planning, filter commanded robot motions so as to enhance both
procedural outcome and safety. These algorithms will also enable semi-automated and auto-
mated surgical assistants that use fully real-time image-to-model generation (including geome-
try, mechanics, and physiological state).

3.2.9  High-Dexterity Manipulation
High-dexterity manipulation offers benefits both for minimally invasive surgical applications and for
applications in which assistive robots physically interact with people. The potential for minimally inva-
sive surgery, when compared to open surgery, is profound: reduced pain, quicker recovery, and reduced
cost are all benefits that both the patient and society will gain. Unfortunately, minimally invasive sur-
gery has not met this potential because of the limitations of existing instruments. Many are rigid and
straight, limiting access to locations within line of sight of the incision. Others are flexible and buckle
easily, limiting the locations that can be reached as well as the forces that can be applied. Many attempt
to mimic open surgical technique but lack the requisite dexterity. In contrast, robotic technology can en-
able snake-like steerable instruments that possess controllable flexibility and thus allow a surgeon to
reach deep into the anatomy through a small incision.

Access is not enough—minimally invasive instruments must also provide the dexterity necessary to per-
form such surgical tasks as retraction, dissection, tissue removal and tissue approximation. While dex-
terity enhancement through robotics has already been proven for laparoscopic-style surgery, there are
substantial challenges to providing comparable dexterity at the tip of steerable snake-like robots and to
inventing surgical techniques and tools optimized for these delivery platforms. These challenges span
mechanism design, manufacturing, actuation, sensing, controls, and motion planning. Creating highly
dexterous miniature devices is especially challenging, but is necessary to produce robots that can enter
the body through tiny incisions, move with minimal damage through body lumens and along tissue
planes, and produce the dexterous motions and forces needed for delicate surgical repairs. Taken to the
limit, miniature tetherless robots will be able to either pass through or reside in the body to be activated
as needed for modulating physiological functions or performing repairs. Existing capsule endoscopes
and sensing smart pills are simple diagnostic examples of this approach.

For overcoming physical and cognitive limitations, assistive robotic technology has the potential to pro-
vide highly effective, individualized care to people with diverse needs. For example, a wearable robot
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could progressively rehabilitate the hand of a stroke patient by providing assistance as needed. Similarly,
a mobile robot that manipulates everyday objects in a patient’s home could assist with daily living tasks,
or enable a doctor to make a house call via the robot. To achieve full potential, assistive robots will need
to be capable of operating in human-centric environments. Furthermore, they will need to dexterously
and safely manipulate objects in proximity with humans as well as to manipulate the human body itself.

These capabilities entail great challenges,
since, ultimately, caregiving robots would
benefit from human-level dexterity or bet-
ter. Progress will require innovations
across robotics, from mechanism design to
artificial intelligence. For example, as with
humans, tactile sensing may be critical to
robot dexterity, enabling robots to sense
the world and carefully interact with it.

A natural set of milestones for dexterous
manipulation is to consider capabilities
linked to specific applications. Milestones
for both surgical manipulators and assis-
tive robots are given below. 

In 5 years: Snake-like robotic instruments will enable surgeons to perform simple natural•
orifice translumenal endoscopic surgical procedures in the abdomen via the stomach. Robot
assistants will aid healthcare workers in safely moving patients in and out of hospital beds.

In 10 years: Snake-like surgical robots will be capable of high-dexterity surgical tasks throughout•
the body and should also be miniaturized to enable precise microsurgical repairs. Tetherless cen-
timeter-scale robots will be introduced that can perform interventional tasks inside the body
such as removing polyps or modulating blood flow. Assistive robots will interact with impaired
individuals to perform self-care tasks, such as grooming, hygiene, and dressing.

In 15 years: Groups of tetherless millimeter- and micron-scale robots will be able to both swim•
through bodily fluids and bore through tissue to perform highly localized therapies. Assistive ro-
bots will autonomously perform general care-related tasks in human-centric environments with
only high-level supervision.

3.2.10  Sensor-Based Automated Health Data Acquisition
We are approaching an age of nearly pervasive perception. Cameras are cheap, and getting cheaper, and
image analysis algorithms are getting better. The networking infrastructure continues to improve. For
whatever reason (home security, petcams, etc.), it is likely that significant parts of our lives will be ob-
served by the resulting sensor network. The network itself continues to expand with effective and com-
mon sensors embedded in our cell phones (accelerometers, cameras, and GPS). Add to this the rapid
growth in more conventional medical imaging, and the possibility of other biosensors, such as wearable
monitors or ingested cameras and instrumented toilets, and it becomes technically feasible for each of
us to have a detailed record covering nutrition, behavior, and physiology.

Similar trends are true in more acute care settings. Surgical robots provide the capability of creating a
complete record of a surgical intervention. Digital endoscopy can be recorded for both robotic and
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non-robotic surgery. Most sensors used in hospital settings are now digital, and can be recorded for
later analysis. The same is true of devices for rehabilitation or prosthetics. These data sources will pro-
vide baseline data for large populations, and thus will enable comparative studies to evaluate the im-
pact of new robots for surgery, new haptic feedback for rehabilitation, or new neural interfaces for
prosthetics. In short, these sources of data will enable quantitative and objective evaluation of research
in medical robotics.

The key challenge is to create a common infrastructure to collect, organize, transmit, and store diverse
sources of data. For example, a consolidated data record may store anonymized image information
from a patient, key physiological readings, and data collected during a robotic surgery. To fully exploit
these data sources, ontologies for data fields must be established, methods of anonymization, federa-
tion, and data sharing must be established, and open data sets related to common research problems
must be established.

By aggregating over the entire population, we will have a database vastly more detailed and broader in
scope than anything we have seen in the past. Such a database enables a new level of medical research
based entirely on historical data. At present, medical studies are targeted to address specific issues or
hypotheses, and the cost of these studies restricts their scope and duration. There are also some types of
data, such as behavior patterns in one’s normal life, which are very difficult to obtain at present. A large-
scale database enables more open-ended research, identifying patterns or correlations that may never
have been suspected. It also brings a new level of personalized healthcare, providing speedier and more
accurate diagnoses, as well as a source of advice on lifestyle choices and their likely consequences.

In 5 years: We will establish common and open infrastructure for data collection, building on•
recently developed models such as ROSbag, but extended to a broader class of medical robots
and devices.

In 10 years: We will create sharable data sets for key research areas, including robotic surgery,•
prosthetics, rehabilitation, and in-home living.

In 15 years: We will create cloud-based analysis frameworks, with baseline performance of•
existing algorithms, to enable rapid design, development, and evaluation cycles for medical
robotics research.

3.2.11  Secure and Safe Robot Behavior
The challenge of guaranteeing safe robot behavior is as old as the field of robotics itself. However, safety
takes on a new dimension when direct physical interactions with human users, often vulnerable ones,
constitute the core of the robot’s purpose. In social human-robot settings, recognizing and providing
appropriate response to human behavior (e.g., knowing the difference between inadvertent human be-
havior and specific intent) represents a new technical challenge. At another extreme, a surgical robot
may manipulate a razor-sharp scalpel inside the abdomen or brain with obvious negative consequences
of software or hardware failure.

One area of research is to investigate basic mechanisms for safe manipulation in the vicinity of sensi-
tive or easily injured tissue. Smart “virtual fixtures” can provide a force field to protect tissues desig-
nated as particularly sensitive by the physician, and later automatically identified. Smart tissue
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handling will give the robot capability to “gently but firmly” retract internal organs with an under-
standing of the delicate tissues of an elderly patient and the limits to which they can be safely stretched.
To make these approaches a practical reality, research is needed to identify quantitative models of safe
tissue interactions that will drive intrinsically safe medical human-robot interaction.

System security is another area where research
is needed. As medical robots become net-
worked and teleoperated, the consequences of
a hacker blocking or taking over the communi-
cation link between a practitioner and the
robot are extremely adverse. As a result, the
communication link between the two must be
highly secure. Additional issues in the medical
robotics space include critical latency require-
ments, secure video transmission, and bi-di-
rectional authentication. Furthermore, having
a mobile and sensorized robot in the home can
provide a valuable resource if a person living
alone is unresponsive and injured, but rules for

granting access to outside parties will be difficult to define and to explain. It is also useful and increas-
ingly feasible for robotic and prosthetic aids to record a history of their usage for diagnostic purposes,
but this may disclose intimate details about their owner’s health and behavior whose privacy and legal
status may not be protected by physician-patient privilege.

Future robots must not only react to, but also anticipate, dangerous situations. In the home environment,
the robot must be able to anticipate dangerous behavior or conditions (i.e., create virtual constraints)
and respond safely to any urgent condition. When human-robot contact is involved, research is focusing
on inherently safe mechanisms at the mechanical and hardware level to facilitate safety well before the
software level. Surgical instruments must retain the capability for intentional therapeutic damage to tis-
sue while still guaranteeing a high degree of safe handling of tissues that need to be preserved.

Safety of behavior has implications beyond the variables of physical interaction. While socially assistive
robotics do not typically involve any physical contact between the robot and the user, the interaction
may result in unwanted emotions such as strong attachment or aversion. While no such responses have
yet been observed, the possibility of emotional stress or injury must be taken into account in the context
of safe system design.

In 5 years: We will exhibit cost-effective, inherently safe actuation, and light-weight/high-•
strength robot bodies in surgical and socially assistive robotics for in-clinic and in-home testing
for specific tasks. We will fully characterize and theoretically counter security vulnerabilities
present in remotely controlled surgical devices. 

In 10 years: We will create affordable and safe standardized translational research platforms•
(both hardware and software) for safe in-clinic and in-home robot evaluation with heterogeneous
users (healthcare providers, family, patient). We will collect longitudinal data on safety and us-
ability. We will test secure communication links suitable for secure telemedical interventions. 

In 15 years: We will achieve safe deployment of robot systems in unstructured environments (e.g.,•
homes, outdoor settings) involving human-machine interaction in real-time with unknown users,
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with minimal training and using intuitive interfaces. We will deploy proven safe surgical robots
with partial autonomy capabilities which achieve greater precision than human surgeons. We
will develop secure telemedical interventions mediated by the open Internet.

3.3  Deployment Issues 
Deployment of complete health robotics systems requires practical issues of safe, reliable, and continu-
ous operation in human environments. The systems must be private and secure, and interoperable with
other systems in the home. To move from incremental progress to system-level implications, the field of
medical and health robotics needs new principled measurement tools and methods for efficient demon-
stration, evaluation, and certification.

The challenge of system evaluation is compounded by the nature of the problem: evaluating human
function and behavior as part of the system itself. Quantitative characterization of pathology is an exist-
ing problem in medicine; robotics has the potential to contribute to solving this problem by enabling
methods for the collection and analysis of quantitative data about human function and behavior. At the
same time, some healthcare delivery is inherently qualitative in nature, having to do with therapy, moti-
vation, and social interaction; while such methods are standard in the social sciences, they are not recog-
nized or accepted by the medical community. Because medical and health robotics must work with both
trained specialists and lay users, it is necessary to gain acceptance from both communities. This necessi-
tates reproducibility of experiments, standards, code re-use, hardware platform re-use/sharing, clinical
trials, sufficient data for claims of efficacy, and moving robots from lab to real world. As systems become
increasingly intelligent and autonomous, it is necessary to develop methods for measuring and evaluat-
ing adaptive technologies that change along with the interaction with the user.

Affordability of robotic technology must be addressed at several different levels. The hospital pays a sig-
nificant cost in terms of capital investment to acquire a robot; the maintenance costs are high, and the
cost of developing robots is immense, given their complexity and stringent performance requirements
for medical applications. Policies are needed to address regulatory barriers, the issue of licensure and
state-by-state certification, rules for proctoring and teaching with robots, and reimbursement via insur-
ance companies. Finally, we need to consider the culture of both surgeons and patients; both groups
must have faith robotic technology for widespread acceptance.

The ultimate goal of medical and health robotics is for a consumer to be able to go to a store and pur-
chase an appropriate system, much like one buys a computer today, and then integrate that system into
the home without requiring retrofitting. The technology must be shown to be effective, affordable, and
accepted. The lack of a supporting industry makes progress in medical and health robotics slow.

To create a health robotics industry, resources must first be directed toward funding collaborative ven-
tures that bring together the necessary expertise in engineering, health, and business. Funding is specif-
ically needed in the areas of incubating and producing complete systems and evaluating those on
patient populations in trials that are a year long or longer. Currently, no funding agency exists for such
incubation: the research is too technological for NIH, too medical for NSF, and too far removed from an
immediate market to be funded by business or venture capital. As a result, there is a lack of critical mass
of new, tested and deployed technological innovations, products and businesses to create an industry.

A thriving industry requires training in research, implementation, evaluation, and deployment of health-
care robotics. Universities are already taking the first step to facilitate this by developing interdisciplinary
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programs that bridge medical and engineering training at the undergraduate and graduate levels. There
is also increased attention to K-12 outreach, using the already popular and appealing topic of robotics.
Health-related robotics, in particular, effectively recruits girls into engineering, addressing another im-
portant workforce trend, since women play a key role in both healthcare and informal caregiving.

4.  Basic Research/Technologies
Achieving the application-oriented capabilities described above will require significant progression of
basic robotics research and the resulting technologies. This section describes the basic robotics research
necessary to advance medical and health robotics.

4.1  Architecture and Representations
Robot control architectures encapsulate organizational principles for proper design of programs that
control robot systems. One of the most complex fundamental problems that architectures address is the
integration of low-level continuous perception-action loops with high-level symbolic reasoning through
the use of appropriate data representations. The development of robot control architectures has reached
a new level of complexity with medical and health robotics systems, because such systems must interact,
in real time, with complex real-world environments, ranging from human tissue to human social inter-
actions. Such systems and interactions feature multimodal sensing, various types of embodied interac-
tions, and challenges for data representation and manipulation on a time-scale necessary for timely
response. To address these challenges, architectures must be developed to facilitate principled program-
ming for agile, adaptive systems for uncertain environments involving direct physical and/or non-physi-
cal interactions with one or multiple human users. For human-robot interaction, architectures must also
account for modeling cognitive systems, skill and environment representations, reasoning about uncer-
tainty, hierarchical and life-long skill learning and user modeling, real-time social interaction (including
speech/language and physical activity interaction), and failure recovery, among others.

4.2  Formal Methods 
Formal methods are mathematical approaches for the specification, development, and verification of
systems. In medical and health robotics, they enable numerous core capabilities. One set of areas is ro-
bust modeling, analysis, and simulation tools for multi-scale systems. Formal methods allow optimal
system integration, so that we can design systems based on robotic technologies whose components
work with each other in a completely predictable fashion. For medical robots that interact directly with
human caregivers and patients, controller designs, planners, operating software, and hardware should
be verified and validated as safe when using formal methods. At this time, most work in formal methods
does not incorporate uncertainty to the extent that is needed for medical and healthcare robotics. A re-
lated goal is the use of formal methods in the design and modeling the behavior of systems that work
with humans, including formal modeling of human behavior and human-robot interaction.

4.3  Control and Planning 
Control, defined here as the computation of low-level robot commands (such as how much torque a
motor should apply), is an essential component of all physical robots. In medical robotics, a particularly
important aspect of control is contact/force control. In this form of control, we usually want a robot to



maintain contact with the environment with a given force (e.g., applying force to a patient in a rehabili-
tation scenario, contacting soft tissue during palpation, grasping an object with a prosthetic limb).
Maintaining stable, safe contact is challenging because of time delays and imperfect dynamic models
(especially models of friction). All of these problems need to be addressed through improvements in
robot design, modeling, and control, all in parallel. Thus, developments in force/contact control are es-
sential to the advancement of robots in contact with uncertain environments.

For any robot to function autonomously or semi-autonomously, it must use a plan to decide a course of
action. Examples of plans in medical and health robotics include a plan for how to help a patient out of
bed, how to reach a tumor in an organ, and how to motivate a patient to exercise. In medical and health
robotics, plans must be adaptable to human inputs (e.g., that of a surgeon, caregiver, or patient) and un-
certain environments (e.g., soft tissue, a living environment, or a patient being rehabilitated). While
planning has been an extremely successful component of robotics research, much existing work relies
on detailed knowledge of the environment and is designed for completely autonomous systems. Plan-
ning considerations for medical and health robotics require new approaches for operation in uncertain
environments and with human input.

4.4  Perception
Robot perception, which uses sensor data
and models to develop an understanding of a
task, environment, or user, is a crucial com-
ponent of all medical robots. In image-
guided surgery, image data must be analyzed
and transformed into useful information
about particular features, such as organs, ob-
stacles (e.g., the pelvic bone in urologic surgery), and target areas (e.g., a tumor embedded in the liver).
Such perception often requires not only sensor data, but also information from an “atlas,” which records
features identified in many similar patients, so as to guide the process of recognizing important fea-
tures in a particular patient. The output of the perception system can be used to develop a surgical plan,
create a simulation, and provide real-time feedback to a human operator. Another form of perception
relevant to healthcare is interpreting tactile, force and contact sensor data in order to build models of
humans, robots, and environments, and the interaction between them. For example, if a prosthetic hand
is holding a cup using a low-level control system (to lessen the human attention required), it essential to
process data that allows the hand to determine whether the cup is being crushed or slipping out of the
grasp, and how much liquid it contains.

A related issue is that robotic systems for healthcare must also understand some aspects of how human
perception functions. For example, in image-guided surgery, information should be presented to the
human operator in a manner that is intuitive, has appropriate level of detail and resolution, and does
not distract from the task at hand. Another example is for applications in brain-controlled prostheses
and some forms of robot-assisted physical rehabilitation. For such systems, understanding how humans
will interpret feedback from the robot is key to the selection of sensors and the way their data are pre-
sented. Finally, in socially assistive robotics, the robot needs to understand enough about human per-
ception in order to present information in socially appropriate, intuitive, and understandable ways. All
these contexts require better models of human perception and will allow the interaction between hu-
mans and robots to be optimized.

“Planning considerations for medical

and health robotics require new ap-

proaches for operation in uncertain en-

vironments and with human input.”
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Finally, a key challenge for systems that interact with a user is real-time perception and understanding
of the user’s activity in order to enable effective human-machine interaction. Natural, unconstrained
human behavior is complex, notoriously unpredictable, and fraught with uncertainty. The development
of wearable sensors and predictive models is necessary for facilitating solutions to human behavior per-
ception and understanding, as discussed in Section 4.9, to follow.

4.5  Robust, High-Fidelity Sensors 
Several types of sensing are especially
important for medical robotics: bio-
compatible/implantable sensors,
force/tactile sensing, and sensors that
allow tracking and navigation. These
sensors, along with perception algo-
rithms, are often necessary to give state
of a caregiver/physician, the patient,
and (in some cases) the environment.

Biocompatible/implantable sensors
would be a great catalyst to major ad-
vancements in this field. The close
physical interaction between robots
and patients requires systems that will not harm biological tissues or cease to function when in contact
with them. In surgery, mechanisms must be designed that will not unintentionally damage tissues, and
sensors need to be able to function appropriately in an environment with wetness, debris, and variable
temperature. For prosthetics, sensors and probes must access muscles, neurons, and brain tissue and
maintain functionality over long periods without performance degradation. These sensors and devices
must be designed with medical and health robotics applications in mind, in order to define perform-
ance requirements.

When robots work in unstructured environments, especially around and in contact with humans,
using the sense of touch is crucial to accurate, efficient, and safe operations. Tactile, force, and contact
data is required for informed manipulation of soft materials, from human organs to blankets and other
objects in the household. It is particularly challenging to acquire and interpret spatially distributed
touch information, due to the large area and high resolution required of the sensors. Current sensors
are limited in robustness, resolution, deformability, and size.

Improved tracking and navigation systems (particularly through non-contact means, such as imaging
and wireless tracking/magnetic devices) are also important to enhance the performance of medical ro-
bots. Since many medical robots will need to rely on pre- and intra-operative data that is distributed
and potentially changing with time, these sensing modalities can further support robotics as they be-
come more accurate and precise, more accessible, and, in some cases (like ionizing radiation in fluo-
roscopy), be less harmful to patients. The use of biomarkers and contrast agents that work in
conjunction with medical imaging are also important components of a medical robotics toolkit. Finally,
imaging and tracking modalities must be compatible with actuation and mechanism technologies.
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4.6   Novel Mechanisms and High-Performance Actuators 
For systems ranging from ultra-minimally invasive surgery robots to human-size prosthetic fingers,
medical robots need very small actuators and mechanisms with high power-to-weight ratio. These de-
signs will allow us to build robots that are smaller, use less power, and are less costly. This enables
greater effectiveness, as well as dissemination to populations in need. We will highlight below two ex-
amples of how advances in mechanisms and actuators could improve medicine.

In surgery, novel mechanisms are needed to allow dexterity of very small, inexpensive robots that can be
mechanically controlled outside the body. Since many mechanisms are difficult to sterilize, surgery
would benefit from disposable devices constructed from inexpensive materials and made using efficient
assembly methods. As mentioned earlier, the capability of image-guided surgery relies (for some imag-
ing methods) on specially designed, compatible robots that eliminate electric and magnetic components.
This places particular constraints on actuators, which are electromechanical in most existing robots.

Advanced prostheses also motivate significant improve-
ments in mechanisms and actuators. The design of robot
hands with the dexterity of human hands, and arms and
legs with the strength of human arms and legs, is especially
challenging considering the volume and weight constraints
demanded by the human form. Mechanisms that use novel
topologies, enabled by kinematics theory and a deep under-
standing of material properties, need to be developed and
incorporated. Another important concern for prosthetics is
how they will be powered. The power-to-weight ratio of con-
ventional (electromechanical) actuators is inferior to many
other potential technologies, such as shape memory/super-
elastic alloys and direct chemical to mechanical energy con-
version (e.g., monopropellants). However, many new
actuator technologies are problematic because of safety rea-
sons, slow reaction times, and difficulties in accurate con-
trol. There is a need to continue to explore and develop these
and other potential robot actuators.

4.7  Learning and Adaptation
As discussed in Section 3.2.4, the ability for a system to improve its performance over time, and to im-
prove the user’s performance, are key goals of medical and health robotics. Toward this end, dedicated
work is needed in machine learning applied to real-world uncertain and multimodal medical and health
data and moving beyond specific narrow domains toward more comprehensive user health models. Such
learning algorithms must ensure guaranteed levels of system performance (safety, stability, etc.) while
learning new policies, behaviors, and skills. This is especially important in long-term and life-long user
modeling and task learning, both major goals of assistive systems. Growing efforts in the domain of
learning and skill acquisition by teaching, demonstration, and imitation need to be directed toward real-
world medical and health domains, again using real-world uncertain and time-extended data for ground-
ing in relevance. In general, learning and adaptation to users, to environments, and to tasks and
time-extended interactions should become a standard component of usable and robust intelligent robotic
systems of the near future.
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4.8  Physical Human-Robot Interaction
Physical human-robot interaction is inherent in most medical applications. As described earlier, such
interactions require appropriate sensing, perception, and action. Sensing the human could be based on
conventional robot sensors or biocompatible/implantable sensors such as brain-machine interfaces.
Such sensor data must be combined with modeling to enable perception. Modeling and/or simulation of
human form and function are the basis for the design of robots that come into physical contact with hu-
mans. Much work needs to be done in this area, since we do not fully understand what models of hu-
mans are useful for optimizing robot design, perception, control
and planning.

An important aspect of the physical contact between humans and robots is haptics (the technology of
touch). When clinicians or patients use robots to interact with environments that are remote in distance
or scale, the operator needs to have a natural interface that makes the robot seem “transparent.” That is,
the operator of a surgical robot, prosthesis, or rehabilitation robot should feel as if he or she is directly
manipulating a real environment rather than interacting with a robot. Haptic (force and tactile) displays
give feedback to the user that is akin to what he or she feels in the real world. This haptic feedback can
improve performance in terms of accuracy, efficiency, and comfort.

4.9  Interaction Algorithms for Socially Assistive Robots 
Effective social interaction with a user (or a set of users) is critically important for enabling medical and
health robotics to become useful in improving health outcomes in convalescence, rehabilitation, and

wellness applications. The user’s willingness
to engage with a socially assistive robot in
order to accept advice, interact, and ulti-
mately alter behavior practices toward the
desired improvements, rests directly on the
robot’s ability to obtain the user’s trust and
sustain the user’s interest. Toward that end,
user interfaces and input devices must be
developed that are easy and intuitive for a
range of users, including those with special
needs. Wearable sensors, wands, and other

increasingly ubiquitous interaction modalities will be leveraged and further advanced, along with ges-
ture, facial and physical/movement expression, and other means of embodied communication. Social
interaction is inherently bidirectional and thus involves both multimodal perception and communica-
tion, including verbal and non-verbal means. Thus, automated behavior detection and classification,
and activity recognition, including user intent, task-specific attention, and failure recognition, are criti-
cal enabling components for HRI. Research into the role of personality and its expression, as well as au-
tomated understanding of emotion and believable expression of emotion through multiple channels
(voice, face, body) are necessary in order to facilitate real-time believable human-machine interaction.

4.10  Modeling, Simulation, and Analysis
A variety of models are important for medical and health robotics applications. We can divide these into
two main categories relevant to medical and health robotics: people modeling (from tissue biomechan-
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“Modeling and/or simulation of human

form and function are the basis for

the design of robots that come into
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ics to human cognitive and physical behavior) and engineered systems modeling (including information
integration/flow, and open architectures and platforms). The models can be of biomechanics, physiology,
dynamics, environment, geometry, state, in-
teractions, tasks, cognition, and behavior.
The models can be used for many tasks, in-
cluding optimal design, planning, control,
task execution, testing and validation, diag-
nosis and prognosis, training, and social and
cognitive interaction.

We now provide some specific examples of
models needed for medicine and healthcare.
In teleoperated (remote) surgery with time
delays, models of the patient are required to allow natural interaction between the surgeon and the re-
mote operating environment. Tissue models, in general, are needed for planning procedures, training
simulators, and automated guidance systems. These are just beginning to be applied in needle-based op-
erations, but more sophisticated models would enable planning and context-appropriate guidance for a
wider variety of procedures, such as laparoscopic surgery and cellular surgery. Models that are suffi-
ciently realistic to be rendered in real time would enable high-fidelity surgical simulations for general
training and patient-specific practice conducted by surgeons. For assistive healthcare robots, we need
models of human cognition and behavior in order to provide appropriate motivational assistance. Physi-
cal models of a patient’s whole body are also needed for a robot to provide physical assistance for tasks
such as eating or getting out of bed.

As another example, consider a rehabilitation system that uses robotic technology for early and accurate
diagnosis. Such a system would need models of the patient and hisor her deficit in order to design ap-

propriate treatments and accu-
rately assess outcomes. (Ideally, the
model of the patient would change
after treatment.) Such models are
also needed for robotic technology
to participate in and augment diag-
nosis. For understanding human
activity in context, such as assess-
ing the accuracy and effectiveness
of rehabilitation exercises or daily
activity, complex models are
needed which effectively capture
the user’s abilities (based on base-
line assessment, age, level of deficit,

etc.), and can be used to classify and analyze activity being performed (effectively recognize exercise
from other activity) combined with the user’s state (is the heart rate in the right range, is the user unduly
frustrated, etc.) in order to assess progress (is exercise performance improving, is endurance increasing,
is accuracy improving, etc.) and provide appropriate coaching. Both activity and physiologic state are
complex signals that require modeling to facilitate classification and prediction. Both population mod-
els and individual models are needed for addressing challenging problems of online real-time human
state and activity detection, classification, and prediction.
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5.  Roadmap Process

Figure 1: The roadmap process: Research and development is needed in technology areas that arise from the
critical capabilities required to impact healthcare and medical application domains. 
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Roadmap for Service Robotics

1.  Introduction
Service robotics is defined as those robotics systems that assist people in their daily lives at work, in their
houses, for leisure, and as part of assistance to the handicapped and elderly. In industrial robotics, the
task is typically to automate tasks to achieve a homogenous quality of production or a high speed of execu-
tion. In contrast, service robotics’ tasks are performed in spaces occupied by humans and typically in di-
rect collaboration with people. Service robotics is normally divided into professional and personal services. 

Professional service robotics includes agriculture, emergency response, pipelines, and the national in-
frastructure, forestry, transportation, professional cleaning, and various other disciplines. [Professional
service robots are also used for military purposes but their application in this area is not included in this
report.] These systems typically augment people for execution of tasks in the workplace. According to
the IFR/VDMA World Robotics, more than 110,000 professional robots are in use today and the market
is growing rapidly every year. Several typical professional robots are shown in Figure 1. 

Personal service robots, on the other hand, are deployed for assistance to people in their daily lives in
their homes, or as assistants to them for compensation for mental and physical limitations. By far, the
largest group of personal service robots consists of domestic vacuum cleaners; over 6 million iRobot
Roombas alone have been sold worldwide, and the market is growing 60%+ each year. In addition, a
large number of robots have been deployed for leisure applications such as artificial pets (AIBO), dolls,
etc. With more than 4 million units sold over the last 5 years, the market for such leisure robots is experi-
encing exponential growth and is expected to remain one of the most promising in robotics. A number
of typical personal service robot systems are shown in Figure 2. The total sales in the service robotics
market during 2011 were estimated to have a value of $4.2B. 

PackBotTM Tactical Robot AETHON Logistics R Robotobot ResponderTM Pipeline Robot EnvirobotTM Paint Stripping Robot

Figure 1: Typical service robots for professional applications.
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The service robots panel included both professional and personal services and, as such, covered a highly
diverse set of applications and problems.

2.  Strategic Findings
After much discussion, there was general agreement among those present at the meeting that we are
still 10 to 15 years away from a wide variety of applications and solutions incorporating full-scale, gen-
eral autonomous functionality. Some of the key technology issues that need to be addressed to reach
that point are discussed in a later section of this report. There was further agreement among those pres-
ent, however, that the technology has sufficiently progressed to enable an increasing number of limited
scale and/or semi-autonomous solutions that are pragmatic, affordable, and provide real value. Com-
mercial products and applications based on existing technology have already begun to emerge and more
are expected as entrepreneurs and investors realize their potential. The participants identified several
markets where these early commercial solutions are appearing and where service robotics is likely to

RoombaTM Vacuum Cleaning Robot ATRSTM Robotic Wheelchair System LEGO® MindstormsTM VerroTM Pool Cleaning Robot

Figure 2: Typical service robots for personal applications.

Figure 3: The changes in demographics in Western Europe, USA, Japan, and India, respectively.
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One of the key factors contributing to the identified trends is our aging population. This impacts service
robotics both in terms of the need to address a shrinking workforce as well as the opportunity to develop
solutions that will meet their healthcare needs. As shown in figure 3, the United States is on the thresh-
old of a 20-year trend that will see a near doubling of the number of retired workers as a percentage of
the current workforce—from just over 2 retirees for every 10 workers today to just over 4 retirees for
every 10 workers in 2030. In Japan, the situation is even worse and has fueled a major national initiative
to develop the robotics technology needed to help care for their rapidly aging population. Generally
speaking, professional service robotics is expected to serve as a workforce multiplier for increased eco-
nomic growth, while domestic service robotics is expected to enable sustained personal autonomy.

While increasing productivity and reducing costs are the common denominator of service robotics, each
system is expected to uniquely provide a compelling solution to certain critical market specific issues or
needs. For example, a key, primary driver in using robotics technology to automate the automobile fac-
tories was the desire to obtain consistent, day-to-day quality and avoid the “built on Monday” syndrome. 

2.1  Principal Markets and Drivers
Healthcare & Quality of Life—the current application of robotics technology to provide tele-operated so-
lutions, such as Intuitive Surgical’s da Vinci® Surgical System, represents the tip of the iceberg. Robotics
technology holds enormous potential to help control costs, empower healthcare workers, and enable
aging citizens to live longer in their homes.

Energy & Environment—the attendees identified these two closely linked issues as both critical to the
future of our country and ripe for the emergence of robotics technology applications, especially in the
areas of automating the acquisition of energy and monitoring the environment.

Manufacturing & Logistics—beyond the traditional application of robotics technology to automate cer-
tain assembly line functions, the meeting participants agreed that there is tremendous potential to fur-
ther automate the manufacture and movement of goods, as fully explored in the parallel roadmapping
effort in this area. In particular, robotics technology promises to transform small scale (or “micro”) man-
ufacturing operations and, in the process, help accelerate the transition of manufacturing back to Amer-
ica. This belief has since been substantiated by the formation of a new start-up robotics company,
Heartland Robotics, organized specifically for that purpose.

Automotive & Transportation—although we are still decades away from the fully autonomous automo-
bile, robotics technology is already appearing in the form of advanced driver assistance and collision
avoidance systems. Public transportation is another area that is expected to become increasingly auto-
mated. As robotics technology continues to improve and mature, unmanned transportation systems and
solutions developed for limited-scale environments such as airports will be adapted for implementation
in urban centers and other general purpose environments.

Homeland Security & Infrastructure Protection—participants in the meeting agreed that robotics tech-
nology offers tremendous potential for applications in border protection, search and rescue, port in-
spection and security, and other related areas. In addition, robotics technology is expected to be
increasingly used to automate the inspection, maintenance, and safeguarding of our nation’s bridges,
highways, water and sewer systems, energy pipelines and facilities, and other critical components of our
nation’s infrastructure.
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Entertainment & Education—this area, perhaps more than any other, has seen the early emergence of
robotics technology enabled products. In particular, robotics has the potential to significantly address
the science, technology, engineering, and math (“STEM”) crisis facing the nation and to become the veri-
table “Fourth R” of education. This is evidenced by the tremendous success of FIRST, a non-profit organ-
ization founded in 1989 that runs national robotics competitions to inspire young people to be science
and technology leaders, and other robotics inspired educational initiatives. Robotics provides kids with
a compelling and tactile avenue to learn and apply both the underlying key mathematics and science
fundamentals as well as the engineering and system integration principles required to produce intelli-
gent machines to accomplish certain missions.

2.2  Near-Term Opportunities and Factors Effecting Commercialization
Significant investment is required for expanded research and development of robotics technology if the
full promise of what can be achieved in each of the above areas is to be realized. As noted above, we are
still a long way from the fully autonomous robotics technology required to automate processes to the ex-
tent that no human attention or intervention is required. That said, it was the collective opinion of those
in attendance that enough progress in robotics technology has been made to enable the development
and marketing of a wide variety of initial applications and products in each of these areas to achieve sig-
nificant levels of “human augmentation.”

Such solutions will be capable to varying degrees of automatically performing the following types of
functions: monitoring defined, yet dynamic physical environments, identifying objects, detecting
changes, or otherwise perceiving the status of their assigned environments, analyzing and recommend-
ing actions that should be taken in response to detected conditions, taking such actions in response to
human commands, and/or automatically performing such actions within certain pre-authorized bound-
aries not overridden by human operators.

Examples of such robotics solutions today include teleoperated systems such as the da Vinci® Surgical
System and autonomous, specialized productivity tools such as the Roomba. As the Internet continues to
evolve, it will inspire a natural progression from sensing at a distance to taking action at a distance. This
extension of the Internet into the physical world will serve to further blur the boundaries among commu-
nity, communication, computing, and services and inspire new dimensions in telecommuting and telep-
resence applications. Hybrid solutions are likely to emerge that enable distributed human cognition and
enable the efficient use of human intelligence. Such solutions will combine the robotics-enabled capabil-
ity to remotely and autonomously perceive situations requiring intervention with the Internet-enabled
capability for human operators to take action from a distance on an as-needed only basis. 

As referenced above, our aging population will result in a future labor shortage. As workers seek to move
up the job hierarchy, there will be a growing need to augment and increasingly automate jobs at the bot-
tom because the workers to perform them may not be readily available and eventually may not exist.
While the challenge of achieving fully autonomous solutions in the long run remains primarily techno-
logical, the challenge in the near term is one of investing in the science of developing requirements and
otherwise determining how to best “cross the chasm.” It is one of identifying the right value proposi-
tions, driving down costs, developing efficient, effective systems engineering processes, determining
how to best integrate such solutions into current or adapted processes, and otherwise addressing the
know-how gap of transitioning technology into products. 
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2.3  Scientific and Technical Challenges
Workshop participants worked in break-out groups to identify technical and scientific challenges perti-
nent to the applications and business drivers described in the previous section. This section summarizes
their findings. We will present the technical and scientific challenges identified by the break-out groups
in an integrated manner. The emphasis of this section is on describing the challenges, not on laying out
a roadmap towards addressing these challenges—such a roadmap will be outlined in the next section.

2.3.1  Mobility
Mobility has been one of the success stories of robotics research. This success is exemplified by a num-
ber of systems with demonstrated performance in real-world environments, including museum tour
guides and autonomously driving cars, as in the DARPA Grand Challenge and Urban Challenge. Never-
theless, workshop participants agreed that a number of important problems remain open. Finding solu-
tions to these problems in the area of mobility will be necessary to achieve the level of autonomy and
versatility required for the identified application areas.

Participants identified 3D navigation as one of the most important challenges in the area of mobility.
Currently, most mapping, localization, and navigation systems rely on two-dimensional representations
of the world, such as street maps or floor plans. As robotic applications increase in complexity and are
deployed in everyday, populated environments that are more unstructured and less controlled, however,
these 2D representations will not be sufficient to capture all aspects of the world necessary for common
tasks. It will therefore be important to enable the acquisition of three-dimensional world models in sup-
port of navigation and manipulation (see next section). These 3D representations should not only con-
tain the geometry layout of the world; instead, maps must contain task-relevant semantic information
about objects and features of the environment. Current robots are good at understanding where things
are in the world, but they have little or no understanding of what things are. When mobility is per-
formed in service to manipulation, environmental representations should also include object affor-
dances, (i.e., knowledge of what the robot can use an object for). Achieving semantic 3D navigation will
require novel methods for sensing, perception, mapping, localization, object recognition, affordance
recognition, and planning. Some of these requirements are discussed in more detail later in this section.

One of the promising technologies towards semantic 3D mapping, as identified by the participants, is
using different kinds of sensors for building maps. Currently, robots rely on high-precision, laser-based
measurement systems or game-console ranging sensors such as the Microsoft Kinect or the PrimeSense
for learning about their environment, using mapping algorithms known as “SLAM” algorithms. The par-
ticipants identified a desire to move away from lasers to cameras, to further develop the field of “visual
SLAM” (VSLAM). This technology relies on cameras, which are robust, cheap, and readily available sen-
sors, to map and localize in a three-dimensional world. Already today, VSLAM systems exhibit impres-
sive real-time performance. Participants therefore believed that VSLAM will likely play a role in the
development of adequate and more affordable 3D navigation capabilities.

Participants identified additional requirements for 3D navigation that will be critical to meet the re-
quirements of targeted applications. Outdoor 3D navigation poses a number of important challenges
that have to be addressed explicitly. Among them is the fact that current 2D environmental representa-
tions cannot capture the complexity of outdoor environments nor the changing lighting conditions that
cause substantial variability in the performance of sensor modalities. Participants also identified robust
navigation in crowds as an important mobility challenge.



2.3.2  Manipulation
Substantial progress in manipulation is needed for almost all of the service robotics applications identi-
fied in the previous section. These applications require a robot to interact physically with its environ-
ment by opening doors, picking up objects, operating machines and devices, etc. Currently,
autonomous manipulation systems function well in carefully engineered and highly controlled environ-
ments, such as factory floors and assembly cells, but cannot handle the environmental variability and
uncertainty associated with open, dynamic, and unstructured environments. As a result, participants
from all three break-out groups identified autonomous manipulation as a critical area of scientific in-
vestigation. While no specific directions for progress were identified, the discussions revealed that the
basic assumptions of most existing manipulation algorithms would not be satisfied in the application
areas targeted by this effort. Grasping and manipulation suitable for applications in open, dynamic, and
unstructured environments should leverage prior knowledge and models of the environment whenever
possible, but should not fail catastrophically when such prior knowledge is not available. As a corollary,
truly autonomous manipulation will depend on the robot’s ability to acquire adequate, task-relevant en-
vironmental models when they are not available. This implies that—in contrast to most existing meth-
ods that emphasize planning and control—perception becomes an important component of the
research agenda toward autonomous manipulation.

Participants identified novel robotic hands
(discussed in the subsection on Hardware),
tactile sensing (see Sensing and Perception),
and highly accurate, physically realistic sim-
ulators as important enablers for au-
tonomous manipulation.

Participants suggested that competent “pick
and place” operations may provide a suffi-
cient functional basis for the manipulation

requirements of a many of the targeted applications. It was therefore suggested that pick and place op-
erations of increasing complexity and generality could provide a roadmap and benchmark for research
efforts in autonomous manipulation.

2.3.3  Planning
Research in the area of motion planning has made notable progress over the last decade. The resulting
algorithms and techniques have impacted many different application areas. Nevertheless, participants
agreed that robust, dynamic 3D path planning remains an open problem. An important aspect of this
problem is the notion of a robot’s situational awareness (i.e., the robot’s ability to autonomously com-
bine, interleave, and integrate the planning of actions with appropriate sensing and modeling of the en-
vironment). The term “appropriate” alludes to the fact that complete and exact models of the
environment cannot be acquired by the robot in real time. Instead, it will be necessary to reason about
the objectives, the environment, and the available sensing and motor actions available to the robot. As a
result, the boundary between planning and motion planning is blurred. To plan a motion, the planner
has to coordinate sensing and motion under the constraints imposed by the task. To achieve task objec-
tives robustly and reliably, planning has to consider environmental affordances. This means that the
planner has to consider interactions with the environment and objects in it as part of the planning
process. For example: to pick up an object, it may become necessary to open a door to move into a differ-

“In contrast to most existing methods
that emphasize planning and

control, perception is an important
component of the research agenda
toward autonomous manipulation.”

68 A Roadmap for U.S. Robotics—From Internet to Robotics (2013)



Chapter 3—Roadmap for Service Robotics 69

ent room, to push away a chair to be able to reach to a cabinet, to open the cabinet door, and to push an
obstructing object out of the way. In this new paradigm of planning, the task and constraints imposed
by the task and the environment are the focus; the “motion” of “motion planning” is a means to an end.
Constraints considered during planning can arise from object manipulation, locomotion (e.g. footstep
planning), kinematic and dynamic constraints of the mechanism, posture constraints, or obstacle
avoidance. Planning under these constraints must occur in real time. 

Some of the constraints on the robot’s motion are most easily enforced by leveraging sensor feedback.
Obvious examples are contact constraints and obstacle avoidance. The area of feedback planning and
the integration of control and planning are therefore important areas of research towards satisfying the
planning requirements identified by the participants. A feedback planner generates a policy that directly
maps states to actions, rather than generating a specific path or trajectory. This ensures that sensor, ac-
tuation, and modeling uncertainties can adequately be addressed using sensory feedback.

The increased complexity of planning in this context will also require novel ways of capturing task de-
scriptions. While in classical motion planning the specification of two configurations fully specified a
planning task, the view of planning described here has to handle much richer task representations to ad-
dress the richness of manipulation tasks and intermediate interactions with the environment.

Participants also perceived the need for formal methods to perform verification and validation of the
results of planners. Such guarantees may be required to ensure safe operation of robots in environ-
ments populated with humans.

2.3.4  Sensing and Perception
Sensing and perception are of central importance to all aspects of robotics, including mobility, manipu-
lation, and human-robot interaction. Participants were convinced that innovation in sensing and per-
ception will have profound impact on the rate of progress in robotics.

Participants believed that new sensing modalities, as well as more advanced, higher-resolution, lower-
cost versions of existing modalities, would be areas of important progress. For example, participants ex-
pect important advances in manipulation and mobility alike from dense 3D range sensing, including
LIDAR and RGB-D sensing. Robustness and accuracy across a wide range of environments is critical for
further advancement. Advances in dexterous manipulation are likely to require skin-like tactile sensors
for robotic hands and more specialized depth and appearance sensors for short-range sensing. Addi-
tional sensors, for example acoustic sensors and specialized sensors for safety, were discussed by the
participants. These sensors could take various forms, such as range or heat sensing to detect the pres-
ence of humans, or could be implemented by special torque sensors as part of the actuation mechanism,
capable of detecting unexpected contact between the robot and its environment. Skin-like sensors for
the entire robotic mechanism would also fall into this category.

The data delivered by sensor modalities must be processed and analyzed by near real-time algorithms
for perception in complex and highly dynamic environments under varying conditions, including differ-
ences between day and night and obscurants like fog, haze, bright sunlight, and the like. Approaches to
perception capable of long-term adaptation (weeks, years) will need to be developed. Participants identi-
fied the need for progress in high-level object modeling, detection, and recognition, in improved scene
understanding, and in the improved ability to detect human activities and intent. Integrative algorithms
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that use multiple modalities, such as sound, 3D range data, RGB image, and tactile, are important to be
considered. Participants believe that task-specific algorithms that integrate well with planning algo-
rithms and consider dynamic physical constraints are needed. For example, novel algorithms for affor-
dance recognition are important for areas such as dextrous manipulation for performing tasks in
human environments. Creating contextual models that are situation-aware is important to be consid-
ered in robotics perception algorithms.

2.3.5  Architectures, Cognition, and Programming Paradigms
The discussions on the topics of mobility, manipulation, planning, and perception revealed that these is-
sues cannot be viewed in isolation but are intricately linked to each other. The question of how to engi-
neer a system to effectively integrate specific skills from those areas to achieve safe, robust, task-
directed, or even intelligent behavior remains an open question of fundamental importance in robotics.
Research towards this objective has been conducted under the name of architectures, cognition, and
programming paradigms. This diversity in approaches or even philosophical viewpoints may reflect the
lack of understanding in the community on how to adequately tackle this challenge. This diversity of
viewpoints is also reflected in the diversity of tools currently brought to bear on this issue: they range
from imitation learning to explicit programming of so-called cognitive architectures. Some participants
felt that a mixture of these would probably be required to achieve the desired outcome. 

One of the classical approaches towards the overarching issue of generating robust, autonomous behav-
ior is the sense/plan/act loop usually employed by modern control systems. While sense/plan/act has
been a constant in robotics research over the last several decades, some participants felt that novel ap-
proaches would likely deviate from this approach in its simplest form. Possible alternatives are multiple
nested or hierarchical loops, the behavior-based approach, combinations of the two, or possibly even
completely novel approaches.

All participants agreed that this area of investigation will require substantial attention and progress on
the path towards autonomous robotic systems.

2.3.6  Human-Robot Interaction (HRI)
Given the ultimate goal of deploying mobile and dexterous robots in human environments to enable co-
existence and cooperation, substantial progress will be required in the area of human-robot interaction.
These interactions could also become an important component in an overarching approach to robust
robot behavior, as discussed in the previous subsection. Robots might learn novel skills from their inter-
actions with humans, but under all circumstances, should be cognizant of the characteristics and re-
quirements of their communication with humans.

In addition to the modes of communication (verbal, nonverbal, gesture, facial expression, etc.), partici-
pants identified a number of important research topics, including social relationships, emotions (recog-
nition, presentation, social emotional cognition/modeling), engagement, and trust. An understanding
of these aspects of human-robot communication should lead to an automatic structuring of the interac-
tions between humans and robots where robotic systems’ ability to operate independently rises or falls
automatically as both the task and the human supervisor’s interaction with the system changes. 

Progress towards these objectives will depend on effective input devices and intuitive user interfaces.
Participants also advocated the development of a variety of platforms to study HRI, including humanoid



robots, mobile manipulation platforms, wheelchairs, exoskeletons, and vehicles. Participants identified
a design/build/deploy cycle in which HRI research should progress. The design process should consider
input from a number of relevant communities, including the basic research community and end users.
The build process integrates numerous components and research threads into a single system; here
there is an opportunity for industry collaborations and technology transfer. Finally, the integrated sys-
tem is deployed in a real-world context. Participants suggested the notion of a Robot City (see next sub-
section) as a promising idea to evaluate HRI in a real-world context. The cycle is closed by incorporating
end user feedback into the experimental design of the next iteration of the design/build/deploy cycle.

2.3.7  Research Infrastructure
Workshop participants felt strongly that rapid progress towards the identified scientific objectives will
critically depend on the broad availability of adequate research infrastructure, including hardware and
software. To address the research challenges given above, it will be necessary to construct robotic plat-
forms that combine many advanced and interacting mechanical components, providing adequate capa-
bilities for mobility, manipulation, and sensing. Theses platforms will be controlled by a multitude of
independently developed, yet interdependently operating, software components. As a result, these inte-
grated robotic platforms exhibit a degree of complexity that is beyond what can easily be designed, de-
veloped, tested, and maintained by many independently operating research groups. The lack of
standardization of hardware and soft-
ware platforms may also result in a frag-
mentation of the research community,
difficulties in assessing the validity and
generality of published results, and the
replication of much unnecessary engi-
neering and integration effort. 

To overcome these challenges, workshop
participants advocated coordinated
community efforts for the development
of hardware and software systems. These efforts should include the development of an open experi-
mental platform that would—preferably at low cost—support a broad range of research efforts on the
one hand, while enabling technology and software reuse across research groups on the other hand.
One example of such an open platform is ROS, a robot operating system being developed by Willow
Garage that enables code reuse and provides the services one would expect from an operating system,
such as low-level device control, implementation of commonly-used functionality, and message-pass-
ing between processes. Ideally, such platforms would be complemented by physical simulation soft-
ware to support early development and testing of algorithms without compromising the safety of
researchers and hardware. Development efforts could also benefit from robotic integrated develop-
ment environments (IDEs); these IDEs enforced modularity in software development thereby facilitat-
ing reuse and documentation.

Participants noted that research in robotics is rarely thoroughly evaluated and tested in well-defined,
repeatable experiments. Other fields, such as computer vision, have greatly benefited from publicly
available data sets, which enabled an objective comparison between multiple algorithms and systems.
The participants therefore suggested the creation and expansion of repositories of experimental data,
which could then serve as community-wide benchmarks. However, as much of the research in robotics

“Under all circumstances, robots should
be cognizant of the characteristics

and requirements of their
communication with humans.”
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is focused on the physical interaction between the robot and its environment, electronic data sets are
not sufficient. They should be complemented by skill-specific benchmarks consisting of physical ob-
jects. For example, a number of readily available objects can be selected as a benchmark for grasping
research. Furthermore, entire benchmark environments were suggested to develop, evaluate, and
compare the performance with respect to a particular application or implementation. Such environ-
ments could range in size and complexity from a simple workspace (an office desk or a kitchen
counter) to an entire room, a house, or an entire city block. In this context, the notion of a Robot City
was mentioned: a regular urban environment in which all inhabitants are part of the experiment and
help in the evaluation process as well as with the definition of adequate requirements for everyday ap-
plication environments.

Many of the proposed efforts—and in particular hardware or software integration efforts—fall outside
of the scope of existing funding programs. Participants noted that a policy change in this regard would
be necessary to ensure that the availability of research infrastructure does not represent a bottleneck in
the progress towards autonomous robotic systems in everyday environments.

2.3.8  Mechanical Hardware
Safety is a critical factor for the deployment of robotic systems in human environments. Inherently
safe robots would also enable modes of human-robot interaction that can increase acceptance of ro-
botic technology in everyday life. Participants therefore felt that inherently safer motors and mecha-
nisms with increased strength to weight ratio would represent an important enabling technology. In

such mechanisms, variable compliance
would be a desirable property. The concept
of variable compliance refers to a mecha-
nisms ability to adjust its behavior to reac-
tion forces when contacting the
environment. These reaction forces can be
varied for different tasks. Such mechanisms
enable safe operation, especially when inter-
acting with humans, as well as flexible, ro-
bust, and competent motion when in
contact with the environment. Furthermore,

energy efficiency was identified as a critical concern for many applications, as robots will have to oper-
ate without tethers for extended periods of time. Finally, novel or improved modes of locomotion be-
yond wheels are needed to enable safe and reliable operation in indoor and outdoor environments.
Outdoor environments oftentimes exhibit highly variable terrain properties while outdoor may contain
stairs, ladders, ramps, escalators, or elevators.

Participants identified highly dexterous and easily controllable robotic hands as an important area for
research. Progress in robotic grasping and manipulation very likely will go hand in hand with the devel-
opment of novel hand mechanisms. At the same time, participants felt that the potential of current hand
technology was not fully leveraged by existing grasping and manipulation algorithms. It is therefore
conceivable that many interesting and relevant applications can be addressed with available grasping
and manipulation hardware.

“Inherently safe robots would enable
modes of human-robot interaction that
can increase acceptance of robotic
technology in everyday life.”
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3.  Key Challenges/Capabilities

3.1  Motivating Scenarios

3.1.1  Quality of Life
Robotics technology is expected to make a tremendous contribution to the
lives of the elderly and disabled. One such example of an existing applica-
tion is a revolutionary transportation mobility solution that enables those
with limited mobility who use wheelchairs to independently get into and
out of their vehicles and remotely load and unload their wheelchairs from
a wide range of vehicles. This system makes it possible for those depend-
ent on wheelchairs to transport their wheelchair using an ordinary passen-
ger van and to access it whenever needed without assistance from others,
thus offering them a degree of freedom and independence heretofore un-
available. This system provides significant benefits over existing transportation mobility solutions, in-
cluding lower cost of ownership, ability to use standard crash-tested automotive seats, greater choice of
vehicles, no required structural modifications, and the ability to reinstall on subsequent vehicles.

3.1.2  Agriculture
Robotics technology is expected to impact a myriad of applications in
agriculture and address farmers’ constant struggle to keep costs down
and productivity up. Mechanical harvesters and many other agricultural
machines require expert drivers to work effectively, while factors such as
labor costs and operator fatigue increase expenses and limit the produc-
tivity of these machines. Automating operations such as crop spraying,
harvesting, and picking offer the promise of reduced costs, increased
safety, greater yields, increased operational flexibility, including night-
time operations, and reduced use of chemicals. A number of such proto-
type systems and applications, including automated fruit crop spraying and field crop harvesting, have
been developed and the technology has now matured to the point where it is ready to be transitioned for
further commercialization and field deployment within the next few years.

3.1.3  Infrastructure
Robotics technology has tremendous potential to automate the inspection
and maintenance of our nation’s bridges, highways, pipelines, and other
infrastructure. Already, the technology has been adapted to develop auto-
mated pipeline inspection systems that reduce maintenance and rehabili-
tation costs by providing accurate, detailed pipe condition information.
Such systems, based on advanced multi-sensor and other robotics tech-
nology, are designed for underground structures and conditions that are
otherwise difficult to inspect, including large diameter pipes, long-haul
stretches, inverts, crowns, culverts, and manholes, as well as in-service in-
spections. These robotic platforms navigate this critical wastewater infrastructure to inspect sewer pipe

ATRSTM Robotic Wheelchair System

Autonomous Tractor
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unreachable by traditional means and produce very accurate 3D images of the pipe’s inside surface. The
inspection information, captured in digital form, serves as a baseline for future inspections and, as a re-
sult, can automatically calculate defect feature changes over time. 

3.1.4  Mining
Robotics technology is already starting to have a dramatic impact on both
the underground and surface mining industries. An innovative belt inspec-
tion system that uses a high-speed “machine vision” system and software
algorithms to monitor the condition of conveyor belts and help operators
detect defects, for example, is in everyday use at several underground coal
mines. The patented system is designed to reduce costly downtime caused
by the degradation and eventual rupture of conveyor belt splices. On a
larger scale, robotics technology is being used to develop autonomous ver-
sions of large haul trucks used in mining operations. Caterpillar recently

announced that it is developing an autonomous mining haulage system with plans to integrate au-
tonomous haul trucks, each with payload capacities of 240 tons or more, into some mine sites by 2015.
The autonomous technology is designed to provide productivity gains through more consistency in
processes and minimize environmental impact by both improved efficiency and overall mine safety.

3.1.5  Transportation
Robotics technology will significantly affect every aspect of how we transport people and goods in the
coming decades, from personal transportation systems to intelligent highways to autonomous public
transportation systems. Companies such as Segway and Toyota have introduced personal transporta-
tion robots that are ridden in standing position and controlled by internal sensors that constantly moni-
tor the rider’s position and automatically make the according adjustments. Meanwhile, carmakers and
device manufacturers are creating “smart cars” by installing more powerful computers and sensors, giv-
ing drivers a better idea of their environment and car performance. 

States such as Nevada and Florida have passed legislation that allows deployment of driver-less cars. In
Nevada, two cars have been awarded a driver’s license (one from Google and one from Audi). The roads
they are driving on have increased in capacity by only 5 percent, resulting in 3.7 billion hours of driver
delays and 2.3 billion gallons of wasted fuel. To address this issue, highway agencies are attempting to
create “smart roads” by installing sensors, cameras, and automatic toll readers. A public-private national
initiative called Vehicle Infrastructure Integration (VII) has been launched to merge smart cars and
smart roads to create a virtual traffic information network and to bust up gridlock. Mass transportation

Top Three Finishers in the 2008 DARPA Urban Grand Challenge

Autonomous Haul Truck



Chapter 3—Roadmap for Service Robotics 75

systems are also expected to adopt robotics technology to provide operators with greater situational
awareness and navigation assistance in crowded urban corridors thereby helping to control costs and
increase safety.

3.1.6  Education
Robotics has already commenced transforming the Ameri-
can classroom. Robotics puts academic concepts in con-
text and is being used at all levels in K-12 and college
education. Robotics provides students with a tactile and
integrated means to investigate basic concepts in math,
physics, computer science and other STEM disciplines,
while enabling teachers at the same time to introduce con-
cepts about design, innovation, problem solving, and
teamwork. Robotics curriculums have been developed,
teachers have been trained, and scores of competitions are held every year across the country. Perhaps
the best-known robotics competition programs are operated by FIRST, a non-profit organization
founded in 1989 to inspire young people to be science and technology leaders. As a measure of the grow-
ing popularity of robotics competitions, FIRST is expecting over 320,000 students to participate in its
competitions in the coming year. Even more significantly, a recent Brandeis University survey found
that FIRST participants are more than twice as likely to pursue a career in science and technology as
non-FIRST students with similar backgrounds and academic experiences. Although much progress has
been made, the surface has only been scratched in terms of the potential impact of robotics in education.
To more fully realize this potential, robots need to be made more accessible, affordable and easy to use
for both students and teachers.

3.1.7  Homeland Security and Defense
The use of robotics technology for homeland security and
defense continues to grow as innovative technology has
improved the functionality and viability of search and res-
cue efforts, surveillance, explosives countermeasures, fire
detection, and other applications. Unmanned surveillance,
detection, and response systems will be able to make use
of robotic platforms, fixed sensors, and command and
control networks to potentially monitor and patrol hun-
dreds of miles of rough border terrain, to sniff out and lo-
cate chemical/biological/radioactive/nuclear/explosive threats, and survey large perimeters associated
with borders, power plants, or airports. Such systems will enable security personnel to automatically de-
tect potential threats, to take a close-in first look from a safe distance, and to provide initial disruption
and interdiction at the point of intrusion if necessary. Other “man-packable” robots equipped with in-
struments including infrared cameras, night vision sensors, and millimeter-wave radar have been used
to search for victims at disaster sites, including the World Trade Center. (Please see the separate chapter on
Defense robotics.)

FIRST Lego LeagueTM Participants 

Disaster Site Application
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3.2  Capabilities Roadmap
In the following, we identify the key challenges that have to be met and the key capabilities that have to
be developed in order to deliver service robots capable of addressing the aforementioned motivating
scenarios. Figure 4 provides an overview of the proposed roadmap and the remainder of this document.
The right column in the figure lays out the application areas, many of which are described in the moti-
vating example scenarios in Section 3.1. High-impact advances in these application areas can only be en-
abled if a number of capabilities for autonomous service robots become available. These capabilities are
listed in the middle of the figure and described in more detail in Section 3. To achieve the required level
of competency in those areas, sustained investment in research and developments in a number of basic
research areas and technologies is required. Figure 4 shows these research areas and technologies in the
left column; they are described in more detail in Section 4. 

3.2.1  Mobility and Manipulation
Autonomous service robots accomplish tasks by moving about their environment and by interacting
with their environment. These motions and physical interactions need to achieve a given task by chang-
ing the robot’s pose and by moving objects in the environment. The accomplishment of a task may re-
quire complex sequences of motions and interactions; the robot may have to move from one room to
another or it may have to open doors, climb stairs, use elevators, clear obstacles out of its path, remove
obstructions, or use tools. To achieve this level of competency, substantial advances at the intersection of

Figure 4: Overview of the roadmap for domestic and industrial service robotics: Sustained progress in the basic
research areas in the left (yellow) column of the figure will enable a number of elementary capabilities, shown
in the middle (green) column of the figure. These capabilities, in turn, enable progress in the application areas
shown in the right (blue) column.
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perception, control, and cognition must be made. The problems posed by service robotics, however, can
only be addressed through integrated solutions to these problems. 

Consider the task of a robot walking to a room on a different floor to fetch a box. Depending on the size
of the box, finding good grasps, lifting it, navigating it through tight spaces and over steps while avoid-
ing other objects in the environment are challenges that the robot has to overcome. To reason about
pushing the box (versus picking it up), the robot has to reason about its own capabilities, the geometry
of the scene, constraints imposed by actuation and joint limits, as well as the contact dynamics and fric-
tion that arise when moving.

To reason about the world in such a way that the appropriate sequence of actions and motions can be
determined, the robot has to be aware of its environment. Not all of the required information can be
provided to the robot beforehand, as service robots operate in unstructured and dynamic environments.
The robot therefore has to possess capabilities to perceive objects in the environment and estimate their
properties. “Semantic mapping” provides the robot with information about the environment that is re-
quired to achieve a task. Object detection and recognition and related perceptual skills provide informa-
tion for semantic mapping, navigation and object manipulation.

In 5, 10, and 15 years, the following goals are possible with sustained research and development:

5 years: Robots exploit diverse mobility mechanisms in research laboratories to navigate safely•
and robustly in unstructured 2D environments and perform simple pick and place tasks. Rele-
vant objects are either from a very limited set or possess specific properties. Robots create se-
mantic maps about their environment through exploration and physical interaction but also
through instruction from humans. They are able to reason about tasks of moderate complexity,
such as removing obstructions, opening cabinets, etc. to obtain access to other objects.

10 years: Given an approximate and possibly incomplete model of the static part of the environ-•
ment (possibly given a priori or obtained from data bases via the Internet, etc.), service robots are
able to reliably plan and execute a task-directed motion in service of a mobility or manipulation
task. The robot builds a deep understanding of the environment from perception, physical inter-
action, and instruction. The robot navigates multi-floor environments through stairways. The
robot modifies its environment to increase the chances of achieving its task (e.g., remove ob-
structions, clear obstacles, turn on lights), and detects and recovers from some failures. 

15 years: Service robots including multiple mobility mechanisms such as legs, tracks, and wheels•
perform high-speed, collision-free, mobile manipulation in completely novel, unstructured, dy-
namic environments. They perceive their environment, translate their perceptions into appropri-
ate, possibly task-specific local and global/short- and long-term environmental representations
(semantic maps), and use them to continuously plan for the achievement of global task objectives.
They respond robustly to dynamic changes in the environment (e.g., unexpected perturbation
due to being pushed or jostled). They are able to interleave exploratory behavior when necessary
with task-directed behavior. They interact with their environment and are able to modify it in in-
telligent ways so as to ensure and facilitate task completion. This includes reasoning about physi-
cal properties of interactions (sliding, pushing, throwing, etc.) between the robot, objects it
comes into contact with, and the static parts of the environment. 
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3.2.2  Real-World Planning and Navigation
Since 2009, the area of real-world planning and control for service robotics has advanced in major ways
not contemplated in the A Roadmap for U.S. Robotics original report. The focus at that time was on operation
in highly unstructured situations with limited a priori knowledge of tasks to be performed, navigation
space, and obstacles. The robot needed to acquire and reason with sensory data to build a model of the en-
vironment in which to do planning, followed by path planning, obstacle avoidance, and task planning.
During execution of these plans, additional sensory information would be used as feedback. Even for sin-
gle or small number of robots in research laboratory settings, planning and control was far from real time.

There has been progress on challenging problems in highly unstructured environments, but the most
significant change since 2009 is deployment in several application domains of large fleets of service ro-
bots capable of planning and control in real time, where the environment and tasks are more structured.
Application domains include logistics and material handling, healthcare, agriculture, and others (Figure
5). These applications are important not only at technical advances, but also demonstration that service
robotics has value in solving real-world problems.

The following attributes help capture the current state of technology:

Fleet size in the range of 103 to 104 operating in a single installation.•

Real-time navigation and task planning at rates from 104 to 105 tasks or transactions per hour.•

Navigation including obstacle and collision avoidance in network topologies defined by maps in•
2D and 2.5D, such as storage warehouses and hospital corridors. 2.5D comes from coordination
of planning and control task on multiple floors or levels.

Coordination of tasks across the fleet, to accomplish tasks requiring synchronization of more•
than one robot.

Tasks include sensing and manipulation of objects to accomplish tasks for which there is some•
degree of a priori knowledge, augmented by sensing information when the robot arrives at the
local scene.

Ability to re-plan dynamically to resolve problems, such as task failure, obstacle or collision avoid-•
ance, including the presence of humans in the same operating environment.

Integration of service robot planning and control with higher level IT, such as logistics supply•
chain or hospital information systems.

Figure 5: Examples of autonomous mobile service robot fleets deployed in logistics and medical applications—from
left: Symbotic, Aethon, Kiva Systems.
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Figure 6 captures the capabilities described above for a range of real-time performance metrics and de-
gree of structure in operating environment and tasks. This current roadmap envisions pushing the en-
velope to the upper right, with increasing capabilities in handling uncertainty and operating complexity.

The following are initiatives that could lead to such advances:

Stochastic Planning—Consider a deterministic planning and control problem where there is no•
uncertainty in the model. A simulation of the system using the proposed planning and control
strategy can only validate the approach within the limits that the simulation is itself representative
of the real world. Real-world field trials would reveal areas where the simulation needs to be im-
proved to better represent reality, such as treating parametric data as statistical distributions in-
stead of constants, or adding new dynamic components or failure modes to the model. Further
simulation will probe the limits of robustness of the strategy. Over the next five years, a research
challenge could be the development of more direct methods for developing planning and control
algorithms using characterization of uncertainty from the beginning. A truly robust planner oper-
ating in the real world shall be able to build conditional plans taking advantage of statistical knowl-
edge about the environment available a priori. Anticipatory planning will increase both safety and
efficiency, as the robot(s) will operate according to plans with built-in uncertainty awareness. 

Automatic Detection of Current Model Validity—In the next 5-10, years robots are expected to•
operate over extended periods of time. In highly dynamic situations, statistical models used at
planning time may no longer correctly characterize the environment as time unfolds. Robust
methods to detect on-the fly if the system is still operating within the same model or not shall be-
come an integral part of the control loop. A goal for the next 5-10 years is to empower robots with
the ability to integrate sensor readings acquired while executing a plan in order to update the un-
derlying statistical model and autonomously decide when and what to re-plan. The goal is the de-
velopment of systems capable of generating and updating plans enabling uninterrupted, loosely
supervised operation for periods of months.

Figure 6: Real-time performance metrics for service robot fleets will increase over the next decade.
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Imitation and Transfer Learning—Service robotics in fleet applications inherently accumulate a•
rich history of “failures”—uncertainty intrudes in a manner that requires frequent re-planning.
Even if the occurrence rate for each class of re-plan is low, we will still see these problems recur.
An alternative to solving the re-planning problem fresh each time, using learning, it should be
possible to recognize previous occurrences of the problem, and even more important which re-
plans proved to be most effective. A 10-year goal is the integration of traditional planning tech-
niques with robust machine learning methods for recognizing re-plan problems that have
occurred before and selection of optimal solutions, both in real-time. Numerous results have be-
come available in the field imitation learning and transfer learning. Although planning is eventu-
ally performed in a continuous domain characterized by infinite execution trajectories, from a
more abstract point of view, it is possible to envision recurrent building blocks, as well as nui-
sances. The ability to share and reuse plans, as well as contingencies encountered while execut-
ing complex action sequences, is needed. In 5-10 years robots shall be able to contribute their
plans to local knowledge bases shared with other robots, and to efficiently identify plans, or parts
thereof, that can be reused in lieu of solving complex problems from scratch. In the long term,
large, efficiently searchable repositories of robot plans shall become available on a planetary scale.

Human Operator Supervisory Control—Consider the analogy to air traffic controllers who,•
today, have “situation awareness” of hundreds of aircraft in their space, the latter being flown by
human pilots with whom they can exchange sensory and command information (Figure 7). This
situation will change in the near future with the introduction of drones into a common airspace.
In contrast, in current logistics and medical rover fleets, the supervisor has displays of the cur-
rent state of the system and augmented by limited sensory data, but as fleet sizes get into the
range of 103 to 104, with 104 to 105 transactions per hour, the supervisor’s situation awareness is
limited. To understand the situation requires not just the system state, but awareness of the
plans for each robot, how they interact with each other and the uncertain changing environment.
Advancement in the area could be measured by a “fan out”—the ratio of supervisors to rovers—
from current levels around 10 to 102 in five years, 103 in ten years. It is likely that hierarchical
models for the system will be used to enable the supervisor to zoom into situations at appropriate
levels, with adjustable autonomy at levels not needing supervisor attention.

Figure 7: Air traffic controller analogy to human supervision of large fleets of
mobile service robots.
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3.2.3  Cognition
In service robotics, there is a need to operate in non-engineered environments, to acquire new skills
from demonstration by users, and to interact with users for tasking and status reporting. Cognitive sys-
tems enable acquisition of new models of the environment and training of new skills that can be used
for future actions. Cognition is essential for fluent interaction with users and deployment in domains
where there are limited opportunities for user training. In addition, an added degree of intelligence for
coping with non-engineered environment is essential to ensure system robustness. 

In 5, 10, and 15 years the following goals are possible with sustained research and development:

5 years: Demonstration of a robot that can learn skills from a person through gesture and speech•
interaction. In addition, acquisition of models of a non-modeled indoor environment.

10 years: A robot that interacts with users to acquire sequences of new skills to perform complex•
assembly or actions. The robot has facilities for recovery from simple errors encountered.

15 years: A companion robot that can assist in a variety of service tasks through adaptation of•
skills to assist the user. The interaction is based on recognition of human intent and re-planning
to assist the operator.

3.2.4  Robust Perception
Service robots operate in relatively unconstrained environments and as such there is a need to provide
robust perceptual functionality to cope with the environmental variation. Perception is critical to navi-
gation and interaction with the environment and for interaction with users and objects in the proximity
of the system. 

Today perception is focussed on recovering geometry, object recognition, and semantic scene under-
standing. We need to develop algorithms that go beyond recognition and geometry to task-relevant
characteristics of entities such as objects (rigid and deformable), piles, environments, or people. Such
characteristics include material properties, object affordances, human activities, interaction between
people and objects, and physical constraints of the environments. These are all necessary precursors for
the development of advanced robot capabilities.

Computational models capable of handling uncertainty and scalability of basic perceptual capabilities
along with frameworks for integrating them in a task-dependent manner need to be investigated.

In 5, 10, and 15 years, the following goals are possible with sustained research and development:

5 years: Sensing and perception algorithms should integrate information over time for robust op-•
eration in large scale settings such as homes, highways, hospitals, and warehouses. The robot will
be able to perceive task-relevant characteristics of a wide-variety of environments and objects and
will be able to recognize and locate and search for hundreds of objects in cluttered environments. 

10 years: Basic capabilities of operating in static environments will be extended to dynamic envi-•
ronments. This will enable demonstration of robot systems that can perceive dynamic events and
human activities, so as to learn from and cooperate with humans. It is necessary to develop ro-
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botics-specific perception algorithms for domains such as dextrous manipulation, mobility,
human-robot interaction, and other tasks. Development of large-scale learning and adaptive ap-
proaches that improve the perception over time will be necessary for deployment of systems ca-
pable of operating over extended periods of time. 

15 years: Demonstration of a robot that integrates multiple sensory modalities such as sound,•
range, vision, GPS, and inertial to acquire models of the environment and use the models for
navigation, search and interaction with novel objects and humans. The focus will be on operation
over long periods of time in cluttered, dynamic environments along with the adaptation of per-
ceptual capabilities through exploration and/or interaction with humans.

3.2.5  Physical, Intuitive HRI, and Interfaces
Deployment of service robots, both in professional and domestic settings, requires the use of interfaces
that makes the systems easily accessible for the users. Diffusion of robotics to a broader community re-
quires interfaces that can be used with no or minimal training. There are two aspects to interfaces: phys-
ical interaction with users and people in the vicinity and the command interface for tasking and control
of the robot. The physical interaction includes body motion to move/nudge objects and people and non-
contact interaction such as change of motion behavior to communicate intent or state. The interface as-
pect is essential to tasking and status reporting for operators to understand the actions of the robot. 

In 5, 10, and 15 years, the following goals are possible with sustained research and development:

5 years: Demonstration of a robot where task instruction is facilitated by multimodal dialog for•
simple actions/missions and robots that can communicate intent of actions by the body language.

10 years: Demonstration of a robot where programming by demonstration can be used for com-•
plex task learning such as meal preparation in a regular home.

15 years: Demonstration of a robot that can be programmed by an operator for complex mission•
at a time scale similar to the actual task duration.

3.2.6  Skill Acquisition 
Service robots must possess the ability to solve novel tasks with continuously improving performance.
This requires that service robots be able to acquire novel skills autonomously. Skills can be acquired in
many ways: they can be obtained from skill libraries that contain skills acquired by other robots; skills
can be learned from scratch or by composing other skills through trial and error; skills can also be
learned through observation of other robots or humans; furthermore, they can be taught to a robot by a
human or robotic instructor. But skill acquisition also requires the robot to identify those situations in
which a skill can be brought to bear successfully. Skills can be parameterized; learning and selecting ap-
propriate parameters for a variety of situations is also included in the capability of skill acquisition. The
ability to transfer skills from one domain to another, or to transfer experience acquired with one skill to
another skill, can be expected to provide substantial advances in skill acquisition. Advances in percep-
tion, representation, machine learning, cognition, planning, control, activity recognition, and other re-
lated areas will enable adequate capabilities in skill learning.



In 5, 10, and 15 years, the following goals are possible with sustained research and development:

5 years: Robots can learn a variety of basic skills through observation, trial and error, and from•
demonstration. These skills can be applied successfully under conditions that vary slightly from
the ones under which the skill was learned. Robots can autonomously perform minor adapta-
tions of acquired skills to adapt them to perceived differences from the original setting.

10 years: As perceptual capabilities improve, robots can acquire more complex skills and differen-•
tiate specific situations in which skills are appropriate. Multiple skills can be combined into more
complex skills autonomously. The robot is able to identify and reason about the type of situation
in which skills may be applied successfully. The robot has a sufficient understanding of the fac-
tors that affect the success so as to direct the planning process in such a way that chances of suc-
cess are maximized.

15 years: The robot continuously acquires new skills and improves the effectiveness of known•
skills. It can acquire skill-independent knowledge that permits the transfer of single skills across
different tasks and different situations and the transfer of skills to novel tasks. The robot is able
to identify patterns of generalization for the parameterization of single skills and across skills. 

3.2.7  Safe Robots

Today, safety for robots is achieved through a clear separation of the workspaces for humans and robots
or through operation at speeds that do not represent a risk to humans in the proximity of the system. As
the operation of humans and robots become more and more intertwined, there will be a need to explic-
itly consider operation at higher speeds while operating in direct proximity to people. 

Therefore, there is a need to consider standards for safety to enable certification. The current, limited
set of standards for safety certification of both professional and personal robots, constrains innovation,
reduces the pace of adoption, and adds costs. 

While technologically, safety involves
several aspects including the need for
advanced perception capabilities to de-
tect objects and persons and predict pos-
sible safety hazards, control systems that
react to possible dangerous situations,
and inherently safe actuation mecha-
nisms to ensure that contact with a per-
son or objects causes little or no damage.
However, safety is a multidimensional
issue extending beyond technology. It includes a number of governmental and industry standards as
well as independent certification and liability exposure. These non-technical elements need to progress
such that that clear standards exist for both professional and personal robotics providing all stakehold-
ers the visibility needed for rapid innovation and adoption. 

“Safety is a multidimensional issue
extending beyond technology and
including a number of governmental

and industry standards.”
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In 5, 10, and 15 years, the following goals are possible with sustained research and development:

• 5 years: 
a. Safety standards for all categories of service robotics has been defined and accepted

worldwide, which specifies allowed impacts and energy transfer. 
b. Inherently safe (hardware and software) professional mobile robots, with manipulation,

operating in cooperation with trained humans in all professional environments
(manufacturing, hospitals, labs, factory floor, warehouse, etc.)

c. Inherently (hardware and software) personal mobile robots, without manipulation,
operating in cooperation with humans in all personal environments (homes, hotels, 
schools, eldercare, etc.)

d. Basic personal manipulation systems have first versions of safety standards implemented.

• 10 years: 
a. Inherently safe (hardware and software) professional mobile robots, with manipulation, 

operating in cooperation with untrained humans in all professional environments.
b. Inherently safe (hardware and software) personal mobile robots, with manipulation,

operating in cooperation with humans in all personal environments.

• 15 years: 
a. Inherently safe mobile robots, with manipulation, operating in cooperation with

untrained humans in all public, personal and professional environments.

4.  Basic Research and Technologies

4.1   Architecture and Representations
Over the last 20 years, a number of established models for system organization have emerged. Charac-
teristically, however, no agreement or overall framework for system organization has materialized. For
autonomous navigation, mobility, and manipulation, there are some established methods, such as
4D/RCS and Hybrid Deliberative Architectures, but once interaction components are added such as
Human-Robot Interaction (HRI), there is little agreement on a common model. Over the last few years,
the area of cognitive systems has attempted to study this problem, but so far without a unified model.
For wider adoption of robot systems, it will be essential to establish architectural frameworks that facili-
tate systems integration, component modeling, and formal design. Appropriate architectural frame-
works may initially or inherently depend on the task, the application domain, the robot, or a variety of
other factors. Nevertheless, a deeper understanding of the concepts underlying cognition can be ex-
pected from an incremental unification of multiple frameworks into more or less problem- or robot-spe-
cific architectures. Any of the aforementioned architectural frameworks will be intricately linked to a set
of appropriate representations that capture aspects of the environment and the objects contained in it,
the robot’s capabilities, domain information, as well as a description of the robot’s task.

4.2   Control and Planning 
As service robots address real-world problems in dynamic, unstructured, and open environments, novel
challenges arise in the areas of robot control algorithms and motion planning. These challenges stem
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from an increased need for autonomy and flexibility in robot motion and task execution. Adequate algo-
rithms for control and motion planning will have to capture high-level motion strategies that adapt to
sensor feedback. Research challenges include the consideration of sensing modalities and uncertainty in
planning and control algorithms; the development of representations and motion strategies capable of
incorporating feedback signals; motion subject to constraints, arising from kinematics, dynamics, and
nonholonomic systems; addressing the characteristics of dynamic environments; developing control
and planning algorithms for hybrid systems; and understanding the complexity of these algorithmic
problems in control and motion planning. 

4.3  Perception
Over the last few decades, tremendous progress has been achieved in perception and sensory processing
as is seen, for example, in web-based searches such as Google images and face recognition in security
applications. Mapping and localization in natural environments is also possible for engineered environ-
ments. Over the last decade, in particular, use of laser scanners and GPS has changed how navigation
systems are designed and enabled a new generation of solutions. Over the last 5 years, tremendous
progress has be achieved using RGB-D sensor technology and open robot software frameworks.
Nonetheless, localization and planning in GPS-denied environments that are quite common remains an
important research area. In addition, there has been tremendous progress on image recognition with
scaling to large databases. In the future, a large number of robots will rely on sensory feedback for their
operation and the application domain will go beyond prior modeled settings. There is therefore a need
for reliance on multiple sensors and fusion of sensory information to provide robustness. It is expected
that the use of image-based information in particular will play a major role. Vision will play a crucial role
in new mapping methods, in facilitating the grasping of novel objects, in the categorization of objects
and places beyond instance based recognition, and in the design of flexible user interfaces.

4.4  Robust, High-Fidelity Sensors
Advances in microelectronics and packaging have resulted in a revolution in sensory systems over the
last decade. Image sensors have moved beyond broadcast quality to provide mega-pixel images. MEMS
technology has enabled a new generation of inertial sensor packages, and RFID has enabled more effi-
cient tracking of packages and people. Sensors have enabled solid progress in domains with good signal
quality. As the domains of operation are widened, there will be the need for new types of sensors that
allow robust operation. This requires both new methods in robust control, but more importantly, sen-
sors that provide robust data in the presence of significant dynamic variations and a domain with poor
data resolution. New methods in silicon manufacturing and MEMS open opportunities for a new gener-
ation of sensors that will be a key aspect of future progress in robotics.

4.5  Novel Mechanisms and High-Performance Actuators
There is an intricate interplay between progress in mechanical devices and actuation and the algorith-
mic complexity required to use them in accordance with their function. Some algorithmic problems can
be solved or their solution greatly facilitated by intelligent mechanical design. Advances in mechanism
design and high-performance actuators could therefore critically enable groundbreaking innovations in
other basic research areas as well as enable several of the capabilities listed in the roadmap. Important
research areas include the design and development of mechanisms with compliance and variable com-
pliance, highly dexterous hands, inherently compliant hands, energy-efficient, safe, high-performance
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actuators, energy-efficient dynamic walkers, and many more. Of particular interest are “intelligent” me-
chanical designs that can subsume—through their design—a function that otherwise had to be accom-
plished through explicit control. Examples include self-stabilizing mechanisms or hands with special
provisions to achieve form closure without explicit control.

4.6  Learning and Adaptation 
Many of the basic research areas described in this section can benefit from advances in and application
of learning and adaptation. Service robots occupy complex environment and live in high-dimensional
state spaces. Knowledge of the environment and of the robot’s state is inherently uncertain. The robot’s
actions most often are stochastic in nature and their result can best be described by a distribution. Many
of the phenomena that determine the outcome of an action are difficult or even impossible to model.
Techniques from machine learning provide a promising tool to address these aforementioned difficul-
ties. These techniques can be useful for learning models of robots, tasks, or environments; learning deep
hierarchies or levels of representations from sensor and motor representations to task abstractions;
learning of plans and control policies by imitation and reinforcement learning; integrating learning
with control architectures; methods for probabilistic inference from multimodal sensory information
(e.g., proprioceptive, tactile, vision); and structured spatiotemporal representations designed for robot
learning such as low-dimensional embedding of movements.

4.7  Physical Human-Robot Interaction
Gradually, the safety barriers that have been common in industrial robotics are removed and robots will
to a larger degree engage with people for cooperative task execution and for programming by demon-
stration. As part of this, robots will have direct physical contact with the user. This requires first of all
careful consideration of safety aspects. In addition, there is a need to consider how these robots can be
designed to provide interaction patterns that are perceived as natural by users. This spans all aspects of
interaction from physical motion of the robot to direct physical interaction with a perception of mini-
mum inertia and fluid control. In addition, there is a need here to consider the interaction between de-
sign and control to optimize functionality.

4.8  Socially Interactive Robots
As robots engage with people, there is a need to endow the systems with facilities for cooperative inter-
action with humans. This interaction is needed for tasking of a system, for teaching of new skills and
tasks, and for cooperative task execution. The current models for social interaction include gestures,
speech/sound, body motion/pose, and physical position. There is a need here to integrate skill and task
models with interpretation of human intent to enable interpretation of new and existing activities. In
service robotics, there is a broad need for social interaction from encounters with novice users to coop-
erative tasking with an expert operator. The full span of capabilities is required to provide engaging and
long-term adoption of robotics.
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Roadmap for Robot Applications in Space

1.  Strategic Importance & Impact of Space Robotics

1.1  Overview
Driven by our natural curiosity, mankind through the ages has demonstrated a relentless desire to ex-
plore the unknown. In addition to opening up new worlds, this yearning for exploration has historically
proven to generate economic growth and further a nation’s resources, knowledge, and power. The inven-
tions inspired by the needs of exploration, including the discovery of new goods and materials, have
served to generate enormous returns to a nation’s economy. Since its inception in 1958, NASA has repeat-
edly demonstrated the veracity of this axiom by having accomplished many great scientific and techno-
logical feats in fulfilling its mission as our nation’s agent for exploration beyond the bounds of our planet. 

Much of what we know about the Solar System (and beyond), we owe to robotic probes, orbiters, landers,
and rovers. These robot explorers have traveled on behalf of mankind through dark and deep space in
order to observe, measure, and visit distant worlds. Equipped with sensors for guidance and observation,
onboard avionics for control and data processing, actuation for locomotion and positioning, these robots
have performed critical science and engineering tasks in-orbit and on planetary surfaces. Research in ro-
botics, telerobotics, and autonomous systems
has provided necessary technology to accom-
plish these missions.

Looking forward, robotics, telerobotics, and
autonomous systems figure heavily in
NASA’s strategy and are prominently men-
tioned in the U.S. Space Policy released June
28, 2010. The policy states as one of its goals
to “Pursue human and robotic initiatives” to
develop innovative robotic technology and di-
rects NASA to “Maintain a sustained robotic presence” in the solar system to conduct science experi-
ments and prepare for future human missions. The policy also indicates the need for immediate and
sustained development and maturation of autonomous system technologies for numerous purposes, in-
cluding the effective management of space power systems that will enable and significantly enhance
space exploration and operational capabilities.

Robots and autonomous systems are already at work in all of NASA’s Mission Directorates. Ongoing
human missions to the International Space Station (ISS) have an integrated mix of crew working with
both Intra Vehicular Activity (IVA) and Extra Vehicular Activity (EVA) robots and supporting au-

“Much of what we know about the Solar

System (and beyond), we owe to robotic

probes, orbiters, landers, and rovers.”
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tonomous systems on-board spacecraft and in mission control. Future exploration missions will further
expand these human-robot “Co-Explorer” partnerships. While unmanned science missions are exclu-
sively robotic in flight, they are integrated with Earth-based science and operations teams connected
around the globe. In the future, NASA will see even more pervasive use of robotic co-explorer systems.
Accordingly, NASA has developed a separate roadmap (synthesized herein) for robotics and autonomous
systems technology expected to be integrated for dozens of planned flight missions of the four NASA
Mission Directorates over the next 25 years.

The benefits to NASA of robotics and autonomous systems technology include: extending exploration
reach beyond human spaceflight limitations; reducing risks and cost in human spaceflight; increasing
science, exploration and operation mission performance; improving capabilities for robotic missions;
providing robots and autonomy as a force multiplier (e.g., multiple robots per human operator); and en-
hancing autonomy and safety for surface landing and flying UAVs. 

The benefits of this technology outside of NASA are potentially even more significant and include:
bringing manufacturing back to America; developing new electric vehicles, more effective wind turbine
control, better smart grids, and other green technology; enabling strategic asset inspection, repair and
upgrade; increasing the extent and performance of automated mining and agriculture; creating more
capable prosthetics, rehabilitation, surgery, telesurgery, and assistive robots; extending the reach of un-
dersea robotics for exploration and servicing; infusing robots in education to stimulate Science, Tech-
nology, Engineering, and Mathematics; enhancing the capabilities of personal service, emergency
response, hazardous material handling, and bomb disposal robots; and increasing the use of automated
transportation via land, air, and sea.

These external benefits are consistent with NASA’s strong record of developing and transferring innova-
tive technology to the private sector. NASA technology can be found in virtually every civilian and mili-
tary aircraft, in sensors for air quality, in breakthroughs to help the medical community better treat
illnesses, and in new materials that keep our law enforcement and first responder personnel safe. NASA
spin-off technologies have saved thousands of lives, have helped create tens of thousands of jobs, and
have resulted in over $6.2 billion in cost savings to companies and their     customers. By one estimate, the
total return on investment to the United States’ economy, resulting from technology that NASA more or
less freely shares with the public or U.S. companies, is on the order of 700% return for every dollar in-
vested in space exploration.

1.2  Co-Explorer Space Robotics Vignettes

Vignette 1:  Planetary Cave Exploration
Planetary caving has been envisioned for a century, but has been beyond reach because no ways were
known to gain cave entrance. Compelling motivations for cave exploration include studying the origin,
geology, life signs and suitability for human haven that are not possible from the surface. The impossi-
bility of access has recently been transformed by discovery of hundreds of Skylights on the Moon and
Mars, and intimation of others in the solar system. Skylights are planetary holes with steep cylindrical or
conical walls of rock. Some expose entrances to the prized underground caves. There is great scientific
ambition to explore life signs, morphology and origins in these recently discovered and completely un-
explored areas. Surface robot technologies and missions have succeeded for half a century, but those ca-
pabilities fall short for descending walls, bouldering over unweathered floors, and getting around in
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caves. The caves deny light and line-of-sight communications and call for new forms of interface and au-
tonomy. New but achievable robotic technologies are required for exploring these holes and tunnels.

Kilometer-scale landing precision is sufficient for
many missions, but meter-scale accuracy, if
achieved, could guide a lander to bisect and view a
Skylight hole from a once-only, close-up, down-
looking birds-eye view. After planning a landing
spot near the rim, the robot touches down, discon-
nects, and proceeds to explore the floor and cave. A
rover could approach, view, circumnavigate, model,
and study the Skylight’s apron, rim, and portion of
walls that are visible from a safe standoff. Descent
might occur by rappel, or by lowering like a spider
from a line spanning the Skylight. Either requires
unprecedented robotic rigging and anchoring.
Sensing at high resolution across and down great
distances and in extreme lighting variances poses new challenges for perception and onboard modeling.
Repeated descents and ascents are desirable for whole-Skylight coverage, and for close-ups of the walls
and floors. After thorough exploration, the rover reattaches to its dangling tether and ascends like a spi-
der to its highline, then out of the hole and on to the next Skylight. 

Vignette 2:  Robot Tended Waypoint Facility
As humans prepare to venture deeper into space, consideration is being given to developing a “waypoint”
facility, which would serve as a gateway to multiple destinations including cis-lunar space, the Moon,
Near-Earth Asteroids (NEA), and Mars. This facility would enable assembly and servicing of satellites,
telescopes, and deep-space exploration vehicles. This facility could also be used as a platform for astro-
physics, heliophysics, and distant Earth observation. One candidate location for such a facility is the
Earth-Moon “L2” Lagrange point where the combined gravity of the Earth and Moon allows a spacecraft
to be relatively stationary over the lunar farside with little fuel expenditure.

In contrast to the ISS, which is continuously manned, a waypoint facility is expected to only be intermit-
tently occupied. Consequently, there is a significant need for the facility to be robotically tended, in
order to maintain and repair systems in the absence of human crew. These robots will perform both IVA
and EVA work, remotely operated and supervised from Earth. Telerobotic tending would focus on in-
spection, monitoring, routine maintenance, and contingency handling of the facility (and possibly at-
tached structures, vehicles, etc.). In particular, experience with the ISS has shown that power
(generation, switching, and storage), life support (air, water, and thermal), data networking, and instru-
ments all need to be maintained. To do this, advances will need to be made in non-contact mobile sens-
ing, mobile dexterous manipulation, supervisory control, diagnostics and prognostics, time-delay
mitigation, and safeguarded navigation.

Vignette 3:  Robotic Reconnaissance for Human Exploration
Robotic reconnaissance prior to human activity has the potential to significantly increase scientific and
technical return from planetary exploration missions. Robotic reconnaissance involves operating a plan-
etary rover with underground control, or IVA astronaut control, to scout planned sorties prior to human
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EVA. Scouting can be: (1) traverse-based (observations along a route); (2) site-based (observations within
an area); (3) survey-based (systematic collection of data on transects); or (4) pure reconnaissance. Scout-
ing can be done far in advance to help develop overall traverse plans. Scouting can also be done just prior
to an EVA to refine an existing traverse plan (e.g., to adjust priorities and modify timelines).

Although orbital missions can produce a wide variety of high-quality maps, they are limited by remote
sensing constraints. Instruments carried by planetary rovers can provide complementary observations
of the surface and subsurface geology at resolutions and from viewpoints not achievable from orbit. This

surface-level data can then be used to improve
planning for subsequent human sorties and mis-
sions, especially by reducing uncertainty in tar-
geting and routing. Moreover, surface-level data
can be used to improve crew training and to facil-
itate situation awareness during operations. As a
practical example of how robotic reconnaissance
would be extremely useful for future human plan-
etary exploration, consider what took place dur-
ing the last human mission to the Moon. During
Apollo 17’s second EVA, the crew drove from the
lander site to the South Massif, then worked their
way back. At Station 4 (Shorty Crater), Harrison

Schmitt discovered numerous deposits of orange volcanic glass—perhaps the most important discovery
of the mission. However, time at the site was severely limited due to the remaining amount of consum-
ables (e.g., oxygen) carried by the astronauts. Had the presence of this pyroclastic material been identi-
fied in advance through robotic scouting, the EVA timeline could have been modified to allow more time
at Shorty Crater. Alternatively, the traverse route could have been changed to visit Shorty Crater first. 

Vignette 4:  Crew-centric Surface Telerobots
In planning for future human exploration missions, numerous study teams have proposed having astro-
nauts remotely operate surface robots from an orbiting spacecraft using a low-latency, high-bandwidth
communications link. This concept of operations is seen as an effective method for performing surface
activities that require real-time human involvement without incurring the risk and cost associated with
surface EVA. In addition, this configuration would allow high-performance spacecraft computing to be
used for high-level robot autonomy (perception, navigation, etc.), thus simplifying the processing and
avionics required for the robot. Crew-centric surface telerobotics is considered an option for several
possible missions:

Lunar Farside—Astronauts orbiting the Moon (or station-keeping at the Earth-Moon “L2” La-•
grange point) remotely operate a surface robot exploring the lunar farside. Astronauts would
take advantage of low-latency (less than 250 ms) and high-availability communications to maxi-
mize robot utilization during a short-duration mission. 

Near-Earth Object (NEO)—Astronauts approaching, in orbit, or departing a NEO (e.g., asteroid)•
remotely operate a robot landed on surface. Astronauts would control the robot from the flight
vehicle because the NEO environment (high rotation rate, rapidly varying illumination, etc.)
rules out remote operations from Earth.
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Mars Orbit—Astronauts in aero-stationary orbit around Mars (or perhaps landed on Phobos or•
Deimos) remotely operate a surface robot exploring Mars. Astronauts would control the robot
from the flight vehicle when circumstances (time-critical activities, contingency handling, etc.)
do not permit remote operation from Earth. 

2.  Critical Capabilities for Co-Explorer Space Robotics

2.1  Object Recognition and Pose Estimation
Object recognition requires sensing, often fusing multiple sensing modalities, with a perception func-
tion that can associate the sensed object with an object that is understood a priori. Pose estimation seeks
to locate an object relative to a sensor coordinate frame, computing the six axis pose using sensing data.
Pose estimation is often preceded by object recognition, or presumes an object so that its pose can be es-
timated and tracked. This technology is important for object manipulation and in mobility for object fol-
lowing and avoidance. The ability to identify and recognize humans and track their motion and gestures
is of special interest; in manipulation for safely working with human teammates; and in mobility for
avoiding collisions with pedestrians.

Sensing approaches to date have combined machine vision, stereo vision, LIDAR, structured light, and
RADAR. Perception approaches often start with CAD models or models created by a scan with the same
sensors used to subsequently identify the ob-
ject. Major challenges include the ability to
work with a large “library” of known objects
(>100), identifying objects that are partially
occluded, sensing in poor (high, low and
sharply contrasting) lighting, estimating the
pose of quickly tumbling objects, and work-
ing with objects at near and far range. A mo-
tivating use case is an IVA free-flyer on-board
the ISS. Object recognition and pose estima-
tion would enable docking to a recharging
station, navigating the interior of the ISS, and interacting with crew (e.g., “roving eye” automatically
supporting crew activity).

2.2  Fusing Vision, Tactile, and Force Control for Manipulation
The field of mobile robotics has matured with the advance of safe, fast and deterministic motion control.
This success has come from fusing many sensors to avoid contacting hazards. Manipulation requires
forming contact, so the breadth of sensing will require proximity, then tactile, and ultimately force sens-
ing to reach, grasp and use objects like tools. Furthermore, new approaches are required for the design
and control of structurally compliant manipulators that can absorb the impact forces of contact events
and tool use. Vision requires sensors that are not blocked when limbs reach for objects, but that can be
pointed and transported for mobile manipulation applications. Major challenges include calibration of
highly dissimilar sensors, dissimilar resolution, noise, and first principles of physics in the development
of new sensors and compliant manipulators. 

“The field of mobile robotics has

matured with the advance of safe, fast

and deterministic motion control.”
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2.3  Achieving Humanlike Performance for Piloting Vehicles
Machine systems have the potential to outperform humans in endurance, response time, and the num-
ber of machines that can be controlled simultaneously. Humans have safety limits on flight or drive-
time that do not exist in machines. Human response time, coupled with human machine interfaces,
results in significant delays when faced with emergency conditions. Humans are poor at parallel pro-
cessing the data and command cycles of more than a single system. But machine systems continue to lag
behind humans in handling extremely rare cases, improvising solutions to new conditions never antici-
pated, and learning new skills on the fly. Achieving human-like (or better) performance leverages ma-
chine proficiency at controlling complex systems and requires: (1) getting the human out of the control
loop and (2) engaging the human at the appropriate level (i.e., strategic direction, intent, etc.). 

2.4  Access to Extreme Terrain in Zero, Micro, and Reduced Gravity
Current crew rovers cannot access extreme Lunar or Martian terrain, requiring humans to park and
travel on foot in suits. In micro gravity, locomotion techniques on or near asteroids and comets are un-
developed and untested. Access to complex space structures like the ISS is limited to climbing or posi-
tioning with the SSRMS. Challenges include developing robots to travel into these otherwise denied
areas, or building crew mobility systems to move humans into these challenging locations.  In addition
to improved mechanisms and power, access to extreme terrain requires significant advances in robotic
perception (sensors and algorithms) and vehicle control (servo, tactical, and strategic) capabilities. Per-
ception is particularly important for detecting and assessing environmental obstacles, hazards, and con-
straints (e.g., locations to drive over, to grip).

2.5  Grappling and Anchoring to Asteroids and Non-Cooperating Objects
Grappling an object in space requires a manipulator or docking mechanisms that form a bi-directional 6
axis grasp. Grappling an asteroid and then anchoring to it is an all new technology. Grappling ap-
proaches attempted on man-made objects may not apply to asteroids, since these techniques count on
specific features such as engine bells that will not be available on a natural object. Similarly, grappling
an object that is tumbling has not been attempted. 

2.6  Exceeding Humanlike Dexterous Manipulation
The human hand is generally capable. A robotic equivalent, or superior grasping ability, would avoid the
added complexity of robot interfaces on objects, and provide a sensate tool change-out capability for
specialized tasks. Dexterity can be measured by range of grasp types, scale, strength and reliability.
Challenges include fundamental first principles of physics in the development of actuation and sensing.
Other challenges include two-point discrimination, contact localization, extrinsic and intrinsic actua-
tion, back-drivability versus compliance, speed/strength/power, hand/glove coverings that do not atten-
uate sensors/motion but are rugged when handling rough and sharp objects. 

2.7  Full Immersion, Telepresence with Haptic and Multimodal Sensor Feedback
Telepresence is the condition of a human feeling he or she is physically at a remote site where a robot is
working. Technologies that can contribute to this condition include fully immersive displays, sound,
touch and even smell. Challenges include 1st principles of physics in the development of systems that
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can apply forces to human fingers, displays that can be endured for long periods of telepresence immer-
sion, and systems that can be used by people while walking or working with equipment concurrently
with the telepresence tasks. 

2.8  Understanding and Expressing Intent Between Humans and Robots
Autonomous robots have complex logical states, control modes, and conditions. These states are not easily
understood or anticipated by humans working with the machines. Lights and sounds are helpful in giving
cues as to state, but these need to be augmented with socially acceptable behaviors that do not require ad-
vanced training to interpret. Likewise, robots have difficulty in understanding human intent through ges-
ture, gaze direction, or other expressions of the human’s planned behavior. In order to improve the
quality, efficiency, and performance of human-robot interaction for space applications, a key challenge is
to enable humans and robots to effectively express (communicate) their state, intent, and problems. This
is true regardless of whether humans and robots are in proximity, or separated by great distance.

2.9  Verification and Validation (V&V) of Autonomous Systems
Large software projects have such complex requirements that exhaustive and manual exploration of all
possible cases is not feasible. While software validation and verification techniques have been success-
fully applied to many unmanned spacecrafts (Curiosity, LADEE, etc.), human rated autonomous sys-
tems are particularly challenging. New verification techniques are needed to confirm that autonomous
systems meet requirements, while new validation techniques are needed to demonstrate that au-
tonomous behavior satisfies its intended use in the intended environment. 

2.10  Supervised Autonomy of Force/Contact Tasks Across Time Delay
Tasks have time constants that vary greatly, with the shortest time constants involving motions that
form contacts with the environment and force controlled actions. These tasks require high-speed local
control loops. As time delays approach these task time constants, the ability to teleoperate the machine
degrades. Supervision is the management of a robot with autonomous skills, working along a sequence
of tasks. Challenges include run time simulation to predict future states (especially for compliant ma-
nipulators required for contact tasks), visualization approaches to overlay predicted, committed and
commanded states, and the ability to work ahead of real-time.

2.11  Rendezvous, Proximity Operations, and Docking in Extreme Conditions
Rendezvous missions include flybys of destinations without landing or docking. Proximity operations
require loiters at destinations with zero relative velocity. Docking drives latching mechanisms and elec-
trical/fluid couplings into a mated condition. Major challenges include the ability to rendezvous and
dock in all ranges of lighting, work across near to far range, and achieve a docked state in all cases.

2.12  Safe Mobile Manipulation for Working With and Near Humans
Merging manipulative capabilities with general mobility is sought to allow robots to go to the work site,
rather than require the work to be delivered to the robot. Both manipulator arms and mobility drives
each pose hazards to people. Combined, they present many risks. Challenges include tracking humans in
the workspace, responding deterministically to inadvertent contact, compliance, and providing redun-
dant sensor and software systems. 



2.13  Envisioned Five-, Ten-, and Fifteen-Year Goals and Milestones
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3.  Research & Development Areas for Space Robotics
The NASA robotics and autonomous systems technology roadmap uses a combined push and pull ap-
proach to identify individual technologies that are enabling or strongly enhancing for planned NASA
missions over the next few decades. The individual technologies are broken down into several major
areas, each of which is broken down into subareas of research, as described below.

3.1  Sensing & Perception
This research area includes sensors and algorithms needed to convert sensor data into representations
suitable for decision making. Traditional spacecraft sensing and perception included position, attitude,
and velocity estimation in reference frames centered on solar system bodies, plus sensing spacecraft in-
ternal degrees of freedom, such as scan-platform angles. Current and future development will expand
this to include position, attitude, and velocity estimation relative to local terrain, plus rich perception of
characteristics of local terrain—where “terrain” may include the structure of other spacecraft in the
vicinity and dynamic events, such as atmospheric phenomena. Enhanced sensing and perception will
broadly impact three areas of capability: autonomous navigation, sampling and manipulation, and in-
terpretation of science data. Perception tends to be very computationally intensive, so progress in this
area will be closely linked to progress in high-performance onboard computing. Metrics for measuring
progress in sensing and perception technology include resolution, range, accuracy, tolerance of environ-
mental conditions, and power. Subareas for research include:

Perception •

Relative Position & Velocity Estimation •

Terrain Mapping, Classification, and Characterization •

Natural and Man-Made Object Recognition •

Sensor Fusion for Sampling and Manipulation •

Onboard Science Data Analysis •

3.2  Mobility
Mobility is defined as the ability to move between places in the environment, as distinct from intention-
ally modifying that environment. Examples include moving between places on a planetary surface or in
a planetary atmosphere, or to reach a point in the subsurface. Space robotics involves the need to reach
sites of scientific interest (e.g., on the sides of cliffs) which requires a unique focus on certain aspects of
extreme-terrain surface mobility, free-space mobility and landing/attachment. Space robotics also has
environmental constraints such as thermal extremes that require rad-hard computing. While high-
speed operations are of only limited use, mission success will often depend on reliable, sustained opera-
tions, including the ability to move through the environment long distances without consuming too
much of the mission timeline. Mass, and to some degree power, generally needs to have a much greater
degree of emphasis in the design process for space missions than others. 



Chapter 4—Roadmap for Robot Applications in Space 99

In the next few decades, robotic vehicles designed for planetary surfaces will approach or even exceed
the performance of the best piloted human vehicles on Earth in traversing extreme terrain and reaching
sites of interest, despite severe terrain challenges. The human ability to quickly assess subtle terrain geo-
metric and non-geometric properties (e.g., visually estimating the properties of soft soil) at long-range
fast enough to pilot vehicles at speeds near the limits set by physical law is lacking in today’s best obsta-
cle detection and hazard avoidance systems. For free-flying vehicles, in a microgravity environment or

flying through an atmosphere, we can expect that robotic vehicles will become capable of utilizing essen-
tially all available vehicle performance, in terms of acceleration, turn rate, stopping distance, etc., without
being limited by the onboard sensors, computational throughput, or appropriate algorithms in making
timely decisions. Coordination of multiple robotic systems is another active area of research. Combina-
tions of heterogeneous systems, such as flying and roving systems is potentially useful for surface mis-
sions, pairing long-range sensing on the flyer with higher resolution surface-sensing on the rover.
Metrics for measuring progress in mobility technology include range, payload, speed, life, and mass.

Subareas for research include:

Extreme Terrain Mobility•

Below-surface Mobility •

Above-surface Mobility •

Small Body/Microgravity Mobility •

3.3  Manipulation Technology
Manipulation is defined as making an intentional change in the environment. Positioning sensors, han-
dling objects, digging, assembling, grappling, berthing, deploying, sampling, bending, and even posi-
tioning the crew on the end of long arms are tasks considered to be forms of manipulation. Arms, cables,
fingers, scoops, and combinations of multiple limbs are embodiments of manipulators. Here we look
ahead to missions’ requirements and chart the evolution of these capabilities that will be needed for
space missions. Metrics for measuring progress in manipulation technology include strength, reach,
mass, power, resolution, minimum force/position, and number of interfaces handled. 
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Research subareas include:

Robot Arms •

Dexterous Manipulators•

Modeling of Contact Dynamics •

Mobile Manipulation •

Collaborative Manipulation •

Robotic Drilling & Sample Processing•

3.4  Human-Systems Interaction
The ultimate efficacy of robotic systems depends greatly upon the interfaces that humans use to operate
them. As robots and the tasks assigned to them grow more complex, the demands placed on the inter-
faces used to control them also increase. An excellent human-system interface enables a human to rap-
idly understand the state of the system under control and effectively direct its actions towards a new
desired state. This research area explores advanced technologies for improving situational awareness of
a human operator, capturing the operator’s intent, and enabling the safe operation of robots in the
vicinity of humans and critical systems. 

Metrics for measuring progress in human-systems interaction technology include efficiency indices,
such as mean-time-to-intervene and the mean-time-between-interventions. 

Research subareas include:

Multimodal Human-Systems Interaction •

Supervisory Control •

Robot-to-Suit Interfaces •

Intent Recognition and Reaction •

Distributed Collaboration •

Common Human-Systems Interfaces •

Safety, Trust, & Interfacing of•
Robotic/Human Proximity Operations 
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3.5  Autonomy
“Autonomy” is the ability for a system to perform a task, or function, without external support. Au-
tonomous systems are capable of operating independent of external communication, commands, or
control. One manifestation of this is a computerized system operating without human support; another
manifestation of this is a crewed vehicle operating without ground support. Locus of control describes

the entity (or entities) that de-
termines what commands to
issue, when to issue them,
and then performs the actual
command transmission. The
locus of control determines
whether, and to what degree,
a system is autonomous from
another system.

Autonomy is distinguished
from “automation,” which is
the ability of (computerized)
systems to perform a func-
tion without input. Auto-
matic control of a system
takes place without human
intervention or commanding.

The function can be performed via ground and/or onboard software interaction. This does not exclude
the possibility of operator input, but such input is explicitly not required for an automated function.
Automation is a property that can be enabled
by software or hardware, and need not be an
all-or-nothing proposition, but can be sub-
ject to operator discretion. 

Autonomy is a critical area for space robotics
technology investment and development as it
enables functional improvements with, and
without, humans in the loop during missions.
For space missions, there is a spectrum of au-
tonomy in a system from basic automation
(mechanistic execution of action or response to stimuli) to fully autonomous systems that are able to act
independently in dynamic and uncertain environments. Autonomy’s fundamental benefits are: increas-
ing a system’s operations capability, cost savings via increased human labor efficiencies and reduced
needs, as well as increased mission assurance or robustness to uncertain environments. 

Autonomy can also be applied to aid with data interpretation and decision making for earth-observing
satellites and deep-space probes as well as planetary surface rovers. Such onboard autonomous science
data analysis improves the capabilities of existing sensors, relieves deep space communication bottle-
necks, and enables transformative new operational modes to address novel science issues. Automatic
onboard data analysis and understanding can opportunistically apply full-resolution targeting to de-

“Autonomy enables functional

improvements with, and without,

humans in the loop during missions.”
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tected changes, areas of interest or compositional anomalies and improve the science return of long-
range (over-the-horizon) traverses.

Subareas for research include the following:

Integrated Systems Health Management•

Dynamic Planning & Sequencing Tools •

Autonomous Guidance & Control •

Adjustable Autonomy •

Terrain Relative Navigation •

Path & Motion Planning with Uncertainty •

Autonomous Onboard Science Data Analysis•
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Roadmap for Robot Applications in Defense

1.  Strategic Importance & Impact of Unmanned Systems
Robotic systems developed for military applications are generally referred to by the Department of De-
fense (DoD) and those in the defense robotics industry as unmanned systems. Unmanned systems
offer tremendous versatility, persistent functionality, the capacity to reduce the risk to human life, and
an ability to provide contributing functionality across all key warfighting areas. They provide the U.S.
military and its allies with an increasingly valuable means for conducting a wide range of operations in
the modern combat environment. Military operations such as environmental sensing, precision target-
ing, and precision strike are all conducive to using unmanned systems as are missions and applications
shared with homeland security, such as chemical, biological, radiological, and nuclear (CBRN) detec-
tion, counter-improvised explosive device (C-IED) actions, port security, and humanitarian assistance.
It should come as no surprise that the military has been developing and successfully fielding these sys-
tems in rapidly increasing numbers across the air, ground, and maritime domains and that border se-
curity, law enforcement, and fire rescue are eager to adopt and adapt unmanned systems for civilian
use as well.  

Today’s deployed forces have seen firsthand how effective unmanned systems can be in combat opera-
tions. Their experience, together with the
recognition that the capabilities provided by
unmanned systems will continue to expand,
serves to raise expectations for the growing
role of unmanned systems in future combat
scenarios. Accordingly, every two years, the
Department of Defense publishes an Un-
manned Systems Integrated Roadmap that de-
scribes the Department’s vision for the
continued integration of unmanned systems
into the DoD joint force structure and to
identify steps that need to be taken to affordably execute this integration. This section of the national
robotics roadmap is largely an extract of the findings contained in the last published version (FY11) of
the DoD roadmap and supplemented by input obtained from participants in a defense robotics work-
shop held on December 4, 2012. 

1.1  The Future Landscape 
The strategic environment and the resulting national security challenges facing the United States for the
next 25 years are diverse. The United States faces a complex and uncertain security landscape. The rise

“Unmanned systems offer versatility,

functionality, and the capacity to

reduce the risk to human life.”
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of new powers, the growing influence of non-state actors, the spread of weapons of mass destruction
and other irregular threats, and continuing socioeconomic unrest will continue to pose profound chal-
lenges to international order. 

Over the next two decades, U.S. forces will operate in a geostrategic environment of considerable uncer-
tainty with traditional categories of conflict becoming increasingly blurred. This era will be character-
ized by protracted confrontation among state, non-state, and individual actors using violent and
nonviolent means to achieve their political and ideological goals. Future adversaries will rely less on con-
ventional force-on-force conflicts to thwart U.S. actions and more on tactics that allow them to frustrate
U.S. intentions without direct confrontation. Moreover, as technological innovation and global informa-
tion flows accelerate, non-state actors will continue to gain influence and capabilities that, during the
past century, remained largely the purview of states.

The next quarter century will challenge U.S. Joint Forces with threats and opportunities ranging from
regular and irregular wars in remote lands, to relief and reconstruction in crisis zones, to cooperative
engagement in the global commons.... There will continue to be opponents who will try to disrupt the
political stability and deny free access to the global commons that is crucial to the world’s economy....
In this environment, the presence, reach, and capability of U.S. military forces, working with like-
minded partners, will continue to be called upon to protect our national interests.

—The Joint Operating Environment 2010: Ready For Today, Preparing For Tomorrow

With significant budget and force structure reductions in all four services and across the law enforce-
ment agencies, the U.S. no longer has the resources or manpower to physically cover the scope and the
geographic separation that this future landscape portends. Unmanned systems can help fill gaps in
presence and capability in order to address these future threats in a timely and efficient manner.

1.2 The Role of Unmanned Systems 
Unmanned systems enhance combat capability in
most of the joint operational functional areas in-
cluding engagement, sustainment, mobility, and
survivability/force protection. Unmanned systems
help reduce the load on defenders and help miti-
gate the risks to the forces responsible for these
areas by providing early warning and information
and increasing stand-off from hazardous areas.
The Department of Defense’s vision for unmanned
systems is the seamless integration of diverse un-
manned capabilities that provide flexible capabili-
ties for joint warfighters. The intent is to exploit
the inherent advantages of unmanned systems in-

cluding their persistence, size, speed, maneuverability, and better sensing capabilities. As the technol-
ogy continues to advance, the DoD envisions unmanned systems seamlessly operating with manned
systems as “Co-Defenders” able to aid in human decision making and reduce the degree of required
human control. 
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UAVs offer intelligence and reconnaissance-gathering abilities, as well as offen-
sive operations.
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The DoD understands the effect that innovation and technology in unmanned systems can have on the
future of warfare and the ability of the United States to adapt to an ever-changing global environment.
Accordingly, the DoD is committed to harnessing the potential of unmanned systems in its efforts to
strengthen the nation’s warfighting capability while husbanding resources and maintaining fiscal re-
sponsibility. The Joint Staff will continue to support unmanned systems when they fulfill joint require-
ments and are effective and affordable. Unmanned systems must: 

Provide capabilities more efficiently through modularity, commonality and interoperability. •

Be more effective through greater autonomy and greater performance. •

Be more survivable with improved and resilient communications, development for anti-•
permissive environments, and more security from tampering. 

Be trustworthy and reliable.•

Take the “man” out of unmanned. Unmanned systems must strive to reduce the number of•
personnel required to operate and maintain the systems. 

The DoD is working to advance operational concepts that leverage the synergies between manned and
unmanned systems to achieve the capabilities and desired effects on missions and operations world-
wide, while optimizing commonality and interoperability across space, air, ground, and maritime do-
mains. Pursuing this approach with unmanned systems will help the DoD sustain its position as the
dominant global military power and better enable national decision makers to adapt to an ever-chang-
ing global environment. 

Robotics technology developed for unmanned systems to satisfy military needs is oftentimes well-suited
for “dual use” in commercial applications. In fact, many of the robotics applications and uses described
in other sections of this road-map are based on technologies resulting from government funded re-
search projects intended to advance the state of the art and practice to meet defense requirements. The
considerable investment being made by the DoD in developing and maturing such technologies will
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Conformal End-Effector (CE2) technology, developed by RE2, provides an end-
effector for the manipulation systems onboard the next generation of unmanned
ground vehicles (UGVs).

DS1-MA Manipulator Arms, developed by RE2 have been integrated onto
many of the Armadillo Micro Unmanned Ground Vehicles (MUGVs). 
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continue to serve the greater good in the development of robotics products and applications for various
commercial markets.

Unmanned systems can also contribute to the public safety sector through what is referred to as safety,
security, and rescue robotics. Federal, state, and local agencies already incorporate ground robots into
bomb squads and aerial vehicles for border security. This is the tip of the iceberg as law enforcement,
fire rescue, disaster management, bridge inspection, and port security officials are beginning to adopt
these technologies. Safety, security, and rescue (SSR) robotics rely on advances in military robots to pro-
vide platforms and software that can be easily modified to their unique requirements, while SSR appli-
cations complete a feedback loop by encouraging the development of tactics, procedures, and sensors
for DoD functions such as peacekeeping missions and humanitarian response. 

1.3  Types of Unmanned Systems 

1.3.1  Unmanned Aircraft Systems (UAS)
The air domain has been the most visible to the general public as the DoD has fully embraced UAS capa-
bility in tactical, operational, and strategic roles. The air domain has also consumed by far the largest
share of the overall DoD investment in unmanned systems. These efforts have fielded a large number of
UAS capable of executing a wide range of missions. Originally, UAS missions focused primarily on tacti-
cal reconnaissance; however, this scope has been expanded to include a much wider range of capabilities.
UAS, for example, are playing a greater role in engagement missions, both as a designator and as the
platform launching a munition. The ability of select UAS to conduct multiple strike missions and time
critical targeting is well documented.

In 2009, the DoD flew roughly 19,000 sorties and completed almost 500,000 UAS flight hours just in
support of Operation Enduring Freedom and Operation Iraqi Freedom. In May 2010, unmanned sys-
tems surpassed one million flight hours and in November 2010, achieved one million combat hours. As
the number of fielded systems and applications continue to expand, the number of flight hours is ex-
pected to dramatically increase.

1.3.2  Unmanned Ground Vehicles (UGVs)
Unmanned Ground Vehicles (UGVs) support a diverse range of operations including maneuver, maneu-
ver support, and sustainment. Maneuver operations include closing with and destroying the enemy using
movement and fires. Maneuver support missions include facilitating movement by mitigating natural
and artificial obstacles and hazards. Sustainment missions include maintaining equipment, supplying
the force with logistics and providing medical service and support. Since operations in Iraq and
Afghanistan began, the DoD has acquired and deployed thousands of UGVs. Approximately 8,000 sys-
tems of various types have seen action in Operation Enduring Freedom and Operation Iraqi Freedom. As
of September 2010, these deployed UGVs have been used in over 125,000 missions, including suspected
object identification and route clearance, as well as to locate and defuse improvised explosive devices
(IEDs). During these counter-IED missions, Army, Navy, and USMC explosive ordnance teams detected
and defeated over 11,000 IEDs using UGVs.

The rapid fielding and proliferation of UGVs have helped with many missions, but resulted in many chal-
lenges, not the least of which are configuration, sustainment and maintenance costs. UGVs continue to



provide tremendous benefit to the ground commander. In order to meet the challenges anticipated in fu-
ture conflicts, however, there will need to be improvements in user interfaces, and UGV mobility, reliabil-
ity, endurance and survivability. These improvements need to keep pace with advances in 360° sensing,
recording fidelity, and CBRN and explosive detection. 

1.3.3  Unmanned Maritime Systems (UMS)
Over 90% of the information, people, goods, and services that sustain and create opportunities for re-
gional economic prosperity flow across the maritime domain. In response to emerging threats such as
piracy, natural resource disputes, drug trafficking, and weapons proliferation taking place in all mar-
itime regions, the DoD continues to expand the range of missions supported by Unmanned Maritime
Systems (UMS). UMS are defined as un-
manned vehicles that displace water at rest
and can be categorized into two subcate-
gories: unmanned underwater vehicles
(UUVs) and unmanned surface vehicles
(USVs). Like UAS and UGVs, UMS have the
potential to save lives, reduce human risk,
provide persistent surveillance, and reduce
operating costs. The use of UMS is not new.
After World War II, USVs were used to con-
duct minesweeping missions and test the ra-
dioactivity of water after each atomic bomb test. More recently, UUVs conducted mine-clearing
activities during Operation Iraqi Freedom in 2003. Building on the experience and contribution from
the first generation of fielded UMS and advances in autonomy, the shift is underway from UMS merely
serving as an extension of the sensor systems of manned ships and submarines into an integrated
force to provide full mission capabilities.

1.4  Vignettes
The following vignettes offer examples of the increased capability and flexibility inherent in unmanned
systems as the DoD continues to field unmanned technologies and integrate resulting systems into its
existing force structure. 

1.4.1  Nuclear Contamination Threat
A weak seismic disturbance is detected 150 miles southeast of Anchorage, Alaska followed several min-
utes later by a more significant event in the same location. An interagency DoD/Homeland Defense re-
connaissance UAS detects a radiation plume emanating near Montague Island at the mouth of Prince
William Sound. The UAS maps the plume as it begins spreading over the sound, and a U.S. Coast Guard
offshore patrol cutter deployed from Kodiak employs its embarked unmanned helicopter to drop buoys
with chemical, biological, radiological, and nuclear (CBRN) sensors in the Sound and within narrow
passes to measure fallout levels. The plume begins to spread over the sound and threatens the city of
Valdez. All vessel traffic, mainly oil tankers transiting in and out of the Sound, is stopped, and opera-
tions at the oil terminal are suspended. Oil storage facilities at the terminal are quickly filled to capacity,
and the flow from Prudhoe Bay is shut down. 

“Unmanned systems can help fill gaps

in defense presence and capability

in order to address future threats in

a timely and efficient manner.”
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Due to the growing contamination of the local environment, disaster response officials decide to re-
quest the support of the military because of their experience both with operations in CBRN zones and
with unmanned systems. An EQ-25, a very high-altitude, extreme endurance UAS capable of operating
at 75,000 feet for two months on station without refueling, is dispatched over the Sound to ensure long-
term, high-volume communication capability in the high-latitude, mountainous region. A U.S. Navy am-
phibious transport dock ship anchors near an entrance to Prince William Sound and begins operations
with its USV and UAS detachments. The radiation plume has now encompassed the evacuated town of
Valdez, and UAS fly repeated sorties to the town, dock, and terminal areas to deploy UGVs with sensors
and collect samples for analysis. The UAS and recovered UGVs are met and serviced back at the base by
UGVs equipped to wash down and decontaminate the returning UMS after each sortie. 

A USV proceeds to the focus of contamination and lowers a tethered, remotely-operated vehicle (ROV) to
conduct an underwater search for the source. The USV’s sonar quickly locates a large object in very shal-
low water and, on closer inspection by the ROV, images the severely damaged hull of what appears to be
a 50 year old, former Soviet-era, nuclear attack submarine. The hull is open to the sea, and the ROV
places temperature gradient sensors on the hull and inserts gamma sensors into the exposed submarine
compartments. The Joint Task Force that was formed to manage the disaster quickly determines that the
reactor fuel core is exposed to the sea and that the reactor was not shut down and is still critical. 

With conditions deteriorating, two unmanned Homeland Defense CBRN barges fitted with cranes, con-
tainers, and remote controls arrive from Seattle. USVs are stationed in the narrow straits leading into
the Sound with hydrophones to broadcast killer whale sounds to frighten fish outside the Sound away
from the contaminated area. Over the next two weeks, with the assistance of U.S. and coalition ROVs
equipped with cutting torches, grappling fixtures, and operating from USVs, one remotely-operated
submersible barge is able to work around the clock with impunity against exposure levels to recover the
exposed fuel sources and to isolate them in specially designed containers. A second barge similarly re-
trieves sections of the crippled submarine. Both barges operate with a high degree of autonomy, limit-
ing exposure of personnel to the radioactive contamination. 

The UGVs continue monitoring contamina-
tion levels and collecting samples, but now
also start conducting decontamination of the
oil terminal control station and the local
power and water facilities. Highly contami-
nated soil is placed into steel drums, and
larger UGVs are used to dig pits and bury
contaminated building and pipeline materi-
als. Advanced sensor technology and control
logic allows the UGVs to operate around the
clock with human operators serving solely in

a monitoring function. UUVs crisscross the seafloor of the Sound to locate and tag remnants of the sub-
marine for later collection. UAS fly continuously through the National Airspace System (NAS) at low alti-
tude to monitor and map the declining radiation contours, at medium altitude to map cleanup
operations, and at high altitude to relay control commands and data from the nearly one hundred un-
manned vehicles at work. It is the largest coordinated use of international air, ground, and maritime un-
manned systems ever conducted.

“Inherently safe robots would enable

modes of human-robot interaction that

can increase acceptance of robotic

technology in everyday life.”
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1.4.2  Littoral Pipeline Threat 
An unmanned aircraft system (UAS) and an unmanned underwater vehicle (UUV), deployed from a U.S.
Navy combat ship, are on patrol off the west coast of Africa to monitor the littoral oil infrastructure of a
developing nation-state allied militarily and economically with the United States and friendly Euro-
pean governments. The UUV in its assigned patrol area detects an anomaly: a remote pipeline welder
controlled by an unknown force. The underwater remote welder is positioning itself to intersect a
major underwater oil pipeline. Using its organic “smart software” processing capability, the UUV eval-
uates the anomaly as a possible threat, takes a compressed data “snapshot” using its onboard
video/acoustic sensor, and releases a communications buoy to transmit an alert signal and the data
snapshot. The communications buoy’s low probability of intercept (LPI) data are relayed via the UAS to
other units in the area and to the Joint Maritime Operations Center (JMOC) ashore. The onboard com-
mander of the Navy ship directs the UUV and the UAS to provide persistent intelligence, surveillance,
and reconnaissance (ISR) and command and control (C2) relay support. As a result, the UAS, thanks to
a recently fielded, advanced technology propulsion upgrade that enables it to stay on station for 24
hours before being relieved, detects a suspect vessel near the
UUV anomaly and transmits corroborating ISR data. 

Meanwhile, the JMOC analysts recognize the pipeline welder in
the UUV data snapshot as one recently stolen and acquired by
rebel antigovernment forces. The JMOC then dispatches an Al-
lied quick reaction force (QRF) from a nearby airfield and re-
tasks a special warfare combatant-craft crewman (SWCC) Mk V
to investigate and neutralize the potential hostile surface vessel
controlling the stolen pipeline welder. The SWCC Mk V launches
its own small UAS to provide a low-level ISR view ahead of its
navigation track while providing an LPI secure communications
path among the special forces QRF team. 

The JMOC receives a Signals Intelligence (SIGINT) alert that the
suspect hostile surface vessel, having detected the LCS or visually
sighted the UAS launched by the SWCC Mk V, is launching a
Russian Tipchak, a medium-altitude, long-endurance UAS, capable of launching short-range air-to-air
missiles (AAMs) or air-to-surface missiles (ASMs). Realizing the hostile UAS could pose a risk or even
jeopardize the QRF, the JMOC commander launches a USAF UAS optimized for air interdiction and
ground strike. The USAF UAS, empowered by rules of engagement allowing autonomous operation, im-
mediately conducts an air-to-air engagement and neutralizes the Tipchak UAS. The SWCC Mk V’s spe-
cial forces team then conducts a visit, board, search, and seizure (VBSS) on the suspected hostile vessel
supporting the UUV pipeline interdictor. Since the threat is neutralized, the unmanned systems update
their patrol status, cancel the alert status, and recover or resume their assigned patrol sectors.

1.4.3   Homeland Critical Infrastructure Protection and Inspection
The Port Authority of New Jersey and New York and the Port of Miami receive notice that a terrorist event
may occur within the next two weeks along either the Manhattan or Miami waterfront. They must pre-
vent the unspecified event and prepare to respond should it happen, yet not restrict commerce or trans-
portation. Both port authorities immediately re-task their USVs which have been performing continuous
routine inspection of piers, pilings, and seawalls 24/7 in fog, shadows, night, and varying temperatures.
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The updated underwater maps of the coastal urban infrastructure allow both agencies to prioritize con-
tinuous monitoring of targets with high value to terrorists. At the same time, an artificial intelligence
planning algorithm identifies the shipping ports as potential economic terrorism targets and the cruise
ship terminals as potential public terror targets. The algorithm also uncovers two other high-consequence
targets: a major fuel pipeline for Manhattan and an electrical and communications conduit in Miami. 

UUVs are tasked to monitor the area at depths below
the drafts of ships in the channel using advances in
GPS-denied localization and computer vision. The
long-endurance UUVs will immediately surface and
alert authorities if an anomaly is detected, otherwise
will only routinely send a “heartbeat” indication that
it is still on task. Small fixed-wing UAS festooned
with ribbons begin to fly over the port areas, circling
near-approaching smaller boats as if the UAS were
public entertainment, but providing authorities with
close-up views of the boats without alerting terror-
ists or causing concern among the general public.
The UAS surveillance continues in the evening rely-
ing on infrared and laser illuminations to monitor
and inspect. Port authorities stop the larger boats
and use ROVs to inspect the hulls for possible hid-
den devices. The UAS monitoring produces a global

map that alerts whenever a small vehicle appears to be approaching a vulnerable area. On land, ground
robots are used to increase port security and to constantly circulate throughout the port to apply sensitive
radiation and chemical detectors. Small UAS perch in trees or structures near where pipelines and con-
duits come ashore, ready to fly to provide over-watch if people approach by land or by boat. 

Within days of the initial alert, a high altitude, long endurance UAS spots a small commercial fishing boat
with what appears to be suspicious cargo on the deck headed for the littoral area where the electrical and
communications lines cross into Manhattan. A swarm of brightly colored small UAS are deployed to do
low altitude acrobatics around a nearby cruise liner and to fly over the fishing boat on the way back to the
landing zone to provide authorities with better intelligence without alerting the boat’s pilot. The imagery
confirms that the deck holds suspicious cargo. The Coast Guard acts to cut off access to the conduits and
possible secondary targets and deploys several fast USVs to circle the suspicious vessel and broadcast for
it to stop engines and stand-by. One of the USVs detects the crew of the fishing vessel disposing of the
suspicious cargo by dropping it overboard and uses its sonar to follow it as it sinks to the sea floor. The
other USVs continue to contain and monitor the suspect fishing vessel, and one identifies what could be
explosives strapped to the hull, possibly for a suicide mission if captured. The Coast Guard vessels, while
staying a safe distance, deploy a USV equipped with a ROV used for hull and deep-sea oil rig inspection to
defuse the explosives attached to the hull of the fishing vessel. The Coast Guard then moves in to board
the fishing vessel and capture the crew, while the USV with the ROV moves on to locate and inspect the
disposed cargo in collaboration with the USV that initially detected and tracked it. The ROV-equipped
USV identifies the suspicious cargo as an underwater mine, deactivates it, and removes it from the sea
floor. To help prevent a possible two-pronged attack, surveillance is heightened in all sensitive areas with
the deployed unmanned systems remaining on alert until authorities deem the threat has passed and all
systems can be returned to their routine inspection tasks.  
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AEODRS Increment 1 preproduction representative model, one of the first ex-
amples of a DoD open architecture unmanned system.
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2.  Critical Capabilities 
Current technology and future advancements in unmanned systems technology can and will enable sin-
gle platforms to perform an even greater number of missions across multiple capability areas. In order
to correlate similar needs, leverage effective solutions, and synchronize related activities, the DoD uses a
Joint Capability Areas (JCAs) framework around which capabilities and capability gaps can be aligned
across the Department and across the various portfolios. There are nine Tier One JCAs with each repre-
senting a collection of related missions and tasks that are typically conducted to bring about the desired
effects associated with that capability. Mapping current and projected unmanned systems against the
JCAs provides a sense of the portfolio of unmanned systems and how it currently and could, in the fu-
ture, contribute to the missions of the Department. Unmanned systems are key contributors in the Bat-
tlespace Awareness, Force Application, Protection, and Logistics JCAs.

2.1  Battlespace Awareness 
Battlespace Awareness is a JCA in which unmanned systems in all domains have the ability to signifi-
cantly contribute well into the future. This capability area is an underpinning function that applies
across virtually all other JCAs and one that lends itself to tasks and missions being conducted by UMS in
all domains. Applications in this JCA include tasks such as ground or aerial urban reconnaissance, which
is performed today by UAS such as Predators, Reapers, and Global Hawks and by UGVs such as PackBots
and Talons; as well as tasks such as Expeditionary Runway Evaluation, Nuclear Forensics, and Special
Reconnaissance. To achieve these missions, unmanned systems development and fielding must include
the technology and processes required to:

Translate vast quantities of sensor data into a shared and relevant understanding of•
the environment.

Enable greater onboard processing of data that facilitates improved change detection,•
Aided Target Recognition (AiTR) and Automatic Target Recognition (ATR).

Enable mission endurance to extend from hours to days to weeks so that unmanned•
systems can conduct long-endurance persistent reconnaissance and surveillance in
all domains.

Provide the systems with their own organic perception from onboard sensors so•
that they can autonomously contribute to Battle Space Awareness regardless of their
intended primary mission.

Enable greater cognitive functions and collaborative awareness individually and•
among UMS in a cohort.

Have cognitive functions that result in actions (e.g., move to physical proximity of the•
target and drop sensor to further inspect an area of interest).
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2.2  Force Application 
Force Application is a JCA involving maneuver and engagement and includes elements such as target
detection and identification, ballistic or non-ballistic firing solution, selection of the firing platform,
and battle damage assessment (BDA) of the results of the engagement. The Force Application JCA has
seen a growing number of contributions from the proliferation of unmanned systems. Today, Predator,
Reaper, and Gray Eagle UAS are weaponized to conduct high-value target prosecution. In the air do-
main, projected mission areas for UAS include air-ground, air-to-air combat, and suppression and de-
feat of enemy air defense. On the ground, UGVs are projected to conduct missions such as non-lethal
crowd control, dismounted offensive and defensive operations, and to some degree, mounted opera-
tions such as armed reconnaissance. And, in the maritime domain, UUVs and USVs are projected to be
particularly suited for mine laying and mine neutralization missions. Currently, the nature of muni-
tions on UMS are driven by a number of factors, including the capability of the platform to carry the mu-
nition. As UMS get larger, so can their payloads.

DoD personnel must comply with the law of war, whether the weapon system is manned or unmanned.
For example, Paragraph 4.1 of DoD Directive 2311.01E, DoD Law of War Program, May 9, 2006, requires
that: “[m]embers of the DoD Components comply with the law of war during all armed conflicts, how-
ever such conflicts are characterized, and in all other military operations.” Current armed unmanned
systems deploy lethal force only in a fully human-approved and initiated context for engagement deci-
sions. The United States, for decades, has operated defensive systems for manned ships and installa-
tions that have human-supervised autonomous modes. For the foreseeable future, decisions over the
use of force and the choice of which individual targets to engage with lethal force will be retained
under human control in unmanned systems. 

2.3  Protection
Protection is a joint capability area that includes force susceptibility, vulnerability, and safety. Protec-
tion not only includes those measures a unit takes to harden its positions, systems and personnel, but
it includes all the self-awareness, early warning capabilities to preclude detection or surprise. Un-
manned systems are ideally suited for many protection tasks that are deemed dull, dangerous or dirty.
This includes early warning associated with flank security of ground air or maritime forces. It includes
the wide array of threats—whether the threat is forces or systems or chemical agents. As the future en-
ables greater automation with respect to both navigation and manipulation, unmanned systems will be
able to perform tasks such as firefighting, decontamination, forward-operating base security, installa-
tion security, obstacle construction and breaching, vehicle and personnel search and inspection, mine
clearance and neutralization, sophisticated explosive ordnance disposal, casualty extraction and evacu-
ation, and maritime interdiction. In the Protection JCA teaming within domains and collaboration
across domains will likely prevail. 

2.4  Logistics
The Logistics JCA is ideally suited for employing unmanned systems in all domains to deploy, distrib-
ute, and supply forces. Transportation of supplies is an application particularly suited for unmanned
systems in widely varying ground terrain. Maintenance related tasks such as inspection, decontamina-
tion, and refueling can be performed by unmanned systems. Munitions and materials handling are
tasks that can be assigned to unmanned systems to enhance safety as well as increase efficiency. Addi-
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tionally, casualty evacuation and care, human remains evacuation, and urban rescue can also be per-
formed by unmanned systems. Unmanned systems will perform logistics tasks on home stations as
well as on forward-deployed locations. 

2.5  Homeland Safety, Security, and Inspection 
One example of how robotic co-defenders can be used for the prevention of terrorism and for civilian
applications is infrastructure protection and inspection. Unmanned maritime and aerial vehicles can
cooperatively inspect bridges and ports; unmanned ground vehicles can survey underground utilities
such as buried tunnels of wires and pipes; and unmanned aerial vehicles can survey pipelines and the
electrical grid. These tasks can be done routinely with the transportation, energy, and communications
infrastructure remaining in service, rather than the traditional “take it out of service and then inspect”
scenario. The robots can be re-tasked to concentrate on certain areas based on terrorism alerts, to help
prepare for a notice event such as Hurricane Sandy, or to respond to an event.

2.6  Envisioned JCA Unmanned System Goals
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3.  Technological Challenges 
Over the last decade, the DoD has achieved great successes from the use of unmanned systems for both
peacetime and wartime operations. These successes have led to a significant increase in the number of
unmanned systems planned and procured, and the future looks to see an exponential increase in the
quantity and diversity of unmanned systems applications. As the DoD steers a path toward the vision de-
scribed herein, certain technological challenges must be overcome in order to realize the full potential of-
fered by unmanned systems. Many of these technological challenges, in areas such as high-dexterity
manipulation, high-fidelity sensors, 3D navigation, and intuitive human-robot interaction, are “dual-use,”
meaning they can be used to satisfy both military and commercial goals and objectives. The challenges
with respect to these enabling, dual-use robotics technologies are well articulated in other sections of this
document. Rather than repeat them here, the following sub-sections instead summarize five major tech-
nological challenges: Interoperability, Autonomy, Communications, Power/Propulsion, and Manned-Un-
manned Teaming, all of which are of unique and/or particular importance to the field of defense robotics.

3.1  Interoperability

3.1.1  Need for Increased Interoperability
Traditionally, unmanned systems have been procured as vertically integrated, vendor-proprietary solu-
tions, consisting of the vehicle system, control station, communications channels, and encryption tech-
nologies, designed to accomplish a specific mission or capability. These single-system variants have
typically been “closed” systems utilizing proprietary interfaces with development of the entire system
conducted in parallel with close interdependencies between components and procured as a whole
through the platform prime contractor. Although optimal for a single system and for addressing urgent
operational needs on short notice, this approach has unfortunately produced a collection of discrete,
disjointed solutions with significant functional overlap and no means for minimizing life cycle costs
through the utilization of common components for each system. 

To maximize the potential of unmanned systems, warfighters must be able to seamlessly command, con-
trol, communicate with, exploit and share sensor information from unmanned systems across multiple
domains. Properly implemented, interoperability can serve as a force multiplier, improve joint warfight-
ing capabilities, decrease integration timelines, simplify logistics, and reduce total ownership costs (TOC).
System interoperability is critical in achieving these objectives and requires the implementation of man-
dated standards and the adoption of the open systems architecture concept. The DoD’s goal is to move to
fewer Service/Agency-unique, stand-alone capabilities and toward substantially improved interoperabil-
ity standards that lead to an improved collaborative operational environment and greater interoperability.
The DoD’s unmanned systems will need to demonstrate interoperability in a number of areas:

Among similar components of the same or different systems—the plug-and-play use of different•
sensors on an unmanned vehicle.

Among different systems of the same modality—an open common ground control station (GCS)•
architecture for multiple, heterogeneous unmanned vehicles.

Among systems of different modalities—the ability of air, ground, and maritime vehicles to work•
cooperatively.
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Among systems operated by different Military Departments under various CONOPS and TTPs,•
i.e., in joint operations—joint service systems working in concert to execute a common task
or mission.

Among systems operated and employed by coalition and allied militaries under the governance•
of various concepts of employment, TTPs (e.g., in multinational combined operations or NATO
STANAGs)—the ability of coalition and allied systems to work in concert to execute a common
task or mission based on predefined roles and responsibilities.

Among military systems and systems operated by other entities in a common environment—the•
ability of military UAS to share the NAS and international airspace with commercial airliners and
general aviation aircraft.

Among systems operated by non-DoD organizations, allies, and coalition partners (i.e. in com-•
bined operations)—the ability of assets from organizations such as Customs and Border Protec-
tion (CBP) and Department of Homeland Security (DHS) to coordinate, interoperate, and
exchange information with DoD assets of the same modality and same model.

3.1.2  Open Architecture
Open architectures (OAs) facilitate interoperability between systems by providing a framework for de-
veloping joint interoperable systems that adapt and exploit open-system design principles and architec-
tures in order to:

Provide more opportunities for competition and innovation•

Field affordable, interoperable systems•

Minimize total ownership cost•

Yield systems that are more rapidly developed and more easily upgraded•

Achieve component software reuse•

Facilitate development test and operational test evaluations•

OAs seek to establish commonality in standards, services, transport mechanisms, and applications, as
well as facilitate development by utilizing a common set of interfaces and services, associated data mod-
els, robust standard data busses, and methods for sharing information. OAs involve the use of COTS
components with published, standard interfaces, where feasible, at all levels of system design. This ap-
proach avoids proprietary, stovepipe solutions that are vendor-specific and enables innovation to be bet-
ter captured and integrated into systems design. The OA approach allows for expanded market
opportunities, simplified testing and integration, and enhanced reusability throughout the program life
cycle. The OA process encourages innovation, allows information sharing among competitors, and re-
wards Government and industry for this collaboration. It allows programs to include small businesses in
systems acquisition activities as a valuable, affordable, and innovative source of technologies and capa-
bilities. The result is a better product. 
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At a minimum, a common set of interfaces and messaging standards is required for interoperability
with respect to exchanging information. Without a common semantic understanding of what data rep-
resents, however, there is significant opportunity for lack of interoperability, even if messages are cor-
rectly parsed and interfaces are followed. Therefore, a key aspect is the recognition that data modeling is
a separate, core aspect for defining interoperable systems. This aspect includes specifying definitions,
taxonomies, and other semantic information to ensure there is a common understanding about what
information a specific data item imparts. Service-oriented architectures (SOAs) provide a framework for
facilitating the design of software in a standardized way to produce interchangeable and interoperable
software components called services. SOAs increase functionality by incorporating new services, which
are developed separately but integrated within the system’s common framework as a new capability.
Their interfaces are independent of application behavior and business logic, and this independence
makes the interfaces agile in supporting application changes and enables operations across heteroge-
neous software and hardware environments. 

In recognition of the rapidly changing technology, unmanned systems architectures would also benefit
strongly from being defined at a platform-independent model (PIM) level, which is devoid of technology
dependence. The PIM level allows for definition of domains, software components, interfaces, interac-
tion patterns, and data elements without flattening them to a specific set of computing, communica-
tions, and middleware technologies. Aside from enabling technology-independent design, this approach,
as formalized in model-driven engineering principles, fosters interoperability. 

3.2  Autonomy
Today’s unmanned systems require significant human interaction and intervention to operate. As these
systems continue to demonstrate their military utility, produce greater quantities of data, and are fielded
in greater numbers, the demand for manpower will continue to grow and create an increased burden on
the military. Moreover, this increasing manpower requirement is occurring at a time when constrained
budgets are limiting growth in manpower authorizations. With limited manpower resources to draw
upon, the mility is seeking ways to improve the efficiency of unmanned systems operations. The appro-
priate application of autonomy is a key element in reducing this burden.

3.2.1  Need for Increased Autonomy
Autonomy, as defined in the Defense Science Board (DSB) Task Force Report on the Role of Autonomy in
DoD Systems published in July 2012, is a capability or set of capabilities that enables a particular action of
a system to be automatic or, within programmed boundaries, self-governing, under the supervision of a
human operator. The DSB report makes the case that “instead of viewing autonomy as an intrinsic prop-
erty of an unmanned system in isolation, the design and operation of autonomous systems needs to be
considered in terms of human-system collaboration.” As such, autonomy enables unmanned systems to
function as truer co-defenders, requiring guidance and direction as opposed to the constant attention
required to operate today’s unmanned systems. Autonomy reduces the human workload required to op-
erate unmanned systems, enables the optimization of the human role in the system, and allows human
decision making to focus on points where it is most needed. These benefits can increase operational ca-
pability and result in manpower efficiencies, cost savings, and greater speed in decision making.
Greater degrees of autonomy, for example, better enable a single operator to control more than one un-
manned system while greatly reducing the need for high bandwidth communication. Autonomy can en-
able operations beyond the reach of external control or where such control is extremely limited (such as
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in caves, under water, or in areas with enemy jamming or degraded communications). Autonomy can
also help extend vehicle endurance by intelligently responding to the surrounding environmental condi-
tions (e.g. exploit/avoid currents) and appropriately managing onboard sensors and processing (e.g.
turn off sensors when not needed). Similar efficiencies can be gained by automating the tasking, pro-
cessing, exploitation, and distribution of data collected by unmanned systems. 

The flexibility required of autonomous systems in dy-
namic, unstructured environments must not adversely
affect safety, reliability, or the ability to collaborate with
the operator or other autonomous systems, nor overly
complicate the predictability needed for U.S. command-
ers to “trust” the autonomy. “Trust” will be established
through robust operational Test & Evaluation (T&E)
along with safeties and safeguards to ensure appropriate
behavior. Complex autonomous systems must be subject
to rigorous “red team” analysis in order to evaluate the
full range of behaviors that might emerge in environ-
ments that simulate real-world conditions. Safeties and
safeguards are also required to mitigate the conse-
quences of failures. Robust safeties and control measures
will be required for commanders to trust that au-
tonomous systems will not behave in a manner other
than what is intended on the battlefield. For unmanned
systems to fully realize their potential, they must be able to achieve a highly autonomous state of behav-
ior and be able to interact with their surroundings. This advancement will require an ability to under-
stand and adapt to their environment, and an ability to collaborate with other autonomous systems,
along with the development of new verification and validation (V&V) techniques to prove the new tech-
nology does what it should. 

3.2.2  Autonomy Technology Challenges
Autonomous capabilities have been enabled by advances in computer science (digital and analog), artifi-
cial intelligence, cognitive and behavioral sciences, decision aids, machine training and learning, and
communication technologies. In order to achieve operational acceptance and trust of these autonomous
capabilities in the highly dynamic unmanned system environment, improvement is essential in ad-
vanced algorithms that provide robust decision-making capabilities (such as machine reasoning and in-
telligence); automated integration of highly disparate information; and the computational construct to
handle data sets with imprecision, incompleteness, contradiction, and uncertainty. Significant ad-
vances have been made in autonomy, but many challenges still exist. For relatively static environments
and undemanding missions and objectives, systems governed by rule-based autonomous programs can
be highly effective. However, most DoD environments and mission tasks dictate that unmanned sys-
tems operate in complex and uncertain environments, as well as possess the ability to interact and col-
laborate with human operators and human teammates, including being able to respond to external
stimuli in a way that facilitates the manned-unmanned team’s ability to survive. Additionally, au-
tonomous systems need the capability to interact and work together with other autonomous systems to
adapt to and learn from changes in the environment and missions, and to do so safely and reliably.
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The Automated Mine Detection System (AMDS), developed by
Carnegie Robotics, LLC, searches for landmines and IEDs.
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3.2.2.1  Autonomy that Dynamically Adjusts to Meet Mission Requirements

While reduced reliance on human operators and analysts is the goal of autonomy, one of the major chal-
lenges is how to maintain and facilitate unmanned systems’ interactions with the operator and other
human agents. An alternative statement of the goal of autonomy is to allow the human operator to

“work the mission” rather than “work the system.” In other words, autonomy must be developed to sup-
port natural modes of interaction with the operator. These decision-making systems must be cognitively
compatible with humans in order to share information states and to allow the operator and the au-
tonomous system to interact efficiently and effectively. Autonomous capabilities should dynamically ad-
just based on workload and the perceived intent of the operator. The goal is not about designing a better
interface, but rather about designing the entire autonomous system to support the role of the warfighter
and ensure trust in the autonomy algorithms and the system itself. Historically, the DoD has used four
defined levels of autonomy: human-operated, human-delegated, human-supervised, and fully au-
tonomous.  The 2012 DSB report on autonomy, however, suggested the future use of a broader, three-
part autonomous system reference framework architecture to better guide the conception, design, and
test and evaluation of autonomous systems.   

3.2.2.2  Sensing & Understanding Complex, Dynamic Environments

Autonomous systems must be able to sense and understand the complex and uncertain environments in
which they operate. They must be able to create a model of the surrounding world by conducting multi-
sensor data fusion (MDF) and converting these data into meaningful information that supports a vari-
ety of decision-making processes. The perception system must be able to perceive and infer the state of
the environment from limited information and be able to assess the intent of other agents in the envi-
ronment. This understanding is needed to provide future autonomous systems with the flexibility and
adaptability for planning and executing missions in a complex, dynamic world. Recent advancements in
computational intelligence (especially neuro-fuzzy systems), neuroscience, and cognition science may
lead to the implementation of some of the most critical functionalities of heterogeneous, sensor net-
based MDF systems. Needed developments to advance these types of processing capabilities include
being able to: reconfigure the weighting of sensor input; dynamically adapt malfunctioning sensors and
calibrate misleading data; perform intelligent adaptive data association; and intelligently manage, fully
optimize, and dynamically reconfigure fusion clusters to adapt to a changing environment. While ro-
bustness in adaptability to environmental change is necessary, the future need is to be able to adapt and
learn from the operational environment because every possible contingency cannot be programmed a
priori. This adaptation must happen fast enough to provide benefits within the adversary’s decision loop,
and the autonomy should be constructed so that these lessons can be shared with other autonomous sys-
tems that have not yet encountered that situation. 

3.2.2.3  Collaboration with Other Autonomous Systems

In addition to understanding the environment, unmanned systems must also possess the ability to col-
laborate through the sharing of information and de-confliction of tasking. Collaborative autonomy is an
extension of autonomy that enables a team of unmanned systems to coordinate their activities to
achieve common goals with minimal human oversight. This trend in autonomy will continue to reduce
the human role in the system. Autonomous unmanned teams may be capable of faster, more synchro-
nized fire and maneuver and a more complete and efficient manner of conducting area R&S, including
the ability to respond more quickly to investigate issues within the area of operations. This trend will
lead to a shift toward strategic decision making for a team of vehicles and away from direct control of



any single vehicle. The ability to collaborate is one of the keys to reducing force structure requirements.
The collaborative autonomy that is developed must be scalable to both larger numbers of heterogeneous
systems as well as increased mission and environment complexity. Collaborative autonomy must be able
to adapt to the air, ground, and maritime traffic environment and to changes in team members, opera-
tors, and the operational environment.

3.2.2.4  Autonomy & Data Tasking, Processing, Exploitation, and Distribution (TPED) Processes

Current TPED processes are manpower intensive and therefore offer huge opportunities for reducing
the degree of human involvement. In today’s combat environment, most full-motion video (FMV) and
still imagery is monitored and used in real time, but then stored without being fully analyzed to exploit
all information about the enemy. This challenge has been exacerbated by the large numbers of ISR-capa-
ble, long-endurance unmanned systems being fielded. These systems are collecting great quantities of
information and overwhelming current TPED processes. Near-term steps might include implementa-
tion of change detection and automatic target recognition or aided target recognition software to enable
automated cueing that identifies and calls attention to potential threats. Applications of face recogni-
tion software could enable the ability to identify individuals of interest. Increased automation in com-
munications intelligence sensors has the potential to identify key words and even specific voices to
rapidly alert operators to targets of interest. Ultimately, automated cross-cueing of different sensor
types in a networked environment could enable greater autonomy in tasking systems and their sensors
to identify and track threats more rapidly. Increased processing power and information storage capaci-
ties also have the potential to change how unmanned systems operate. For example, many current UAS
transmit ISR data that is processed and exploited in ground stations. If more processing and exploita-
tion processes can be accomplished onboard a UAS (like the automatic target recognition or communi-
cations intelligence examples discussed above), the system can disseminate actionable intelligence for
immediate use and reduce bandwidth requirements. By accomplishing more of the TPED process on-
board the unmanned system, the link bandwidth can then be focused on transmitting only what’s
needed, and the overall bandwidth requirements can be reduced.

3.2.2.5  New Approaches to Verification & Validation 

Verification and validation (V&V) is the process of checking that a product, service, or system meets
specifications and that it fulfills its intended purpose. To ensure the safety and reliability of autonomous
systems and to fully realize the benefits of
these systems, new approaches to software
V&V are required to complement existing
hardware testing and evaluation. Today’s
V&V processes utilize existing industry stan-
dards for software certification for manned
systems and ignore the unique non-deter-
ministic aspect of autonomy. Existing
processes will be severely stressed due to the
growth in the amount and complexity of
software to be evaluated; for example, cur-
rent regression testing methods are not adequate to ensure correct operation of autonomous capabili-
ties. Without new V&V processes, such as the use of trust audit trails for autonomy, the result will be
either extreme cost growth or limitations on fielded capabilities. Efforts leading to advancements in
computational intelligence as well as the appropriate V&V processes are essential. Enhanced V&V tech-

“To ensure the safety and reliability of
autonomous systems and to fully
realize the benefits of these systems,
new approaches to software verifica-
tion and validation are required.”
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nologies would provide both near-term cost reduction and enhanced capabilities for current au-
tonomous systems and would enable otherwise cost-prohibitive capabilities in the future. New au-
tonomous system test and analysis capabilities are also required to assess intelligent single-vehicle and
group behaviors. These technological enhancements would lead to more effective development, testing,
and operations of current and future autonomous systems.

3.3  Communications
Current non-autonomous unmanned systems operations involve a high degree of human interaction
with the systems via various means for C2 and transmission of operational data. Protection of these
communication links and the information flowing through them is critical to these operations. For
some ground and maritime systems, these types of exchanges of information can use a cable for the
transmission path, but for highly mobile unmanned operations, the exchange is more likely to use sig-
nals sent across the electromagnetic spectrum (EMS) or by other means (e.g., acoustical or optical). 

Unmanned Ground Vehicles—Until recently, most unmanned systems utilized several radios: one for
data, one for video, and sometimes one for voice. Because of congestion, frequency competition, and
regulatory challenges in several theaters, many of these communication systems were redesigned to op-
erate at higher frequencies. However, use of these higher frequencies reduced the operational effective-
ness in dense foliage and urban areas.

Unmanned Aircraft Systems—Small, hand-carried and/or hand-launched systems (e.g., the Raven)
utilize LOS communications, including the Army-developed digital data link (DDL) system. Large UAS
(e.g., the Predator, Reaper, Gray Eagle, and Global Hawk) utilize both LOS, specifically the common
data link (CDL) mandated for use in ISR platforms, and BLOS communications, generally using satel-
lite communications.

Unmanned Maritime Systems—There are unique challenges related to UMS that make intermittent
communications the norm such that multispectral capabilities are used to meet communications re-
quirements. Primary trade-offs to be considered when communicating with a USV or UUV that sup-
ports dynamic tasking, querying, and data dissemination include data rate, processing capability, range,
detectability, and negotiating the maritime environment. 

3.3.1  Need for Improved Communications
Future unmanned systems’ sensors will capture an alarming amount of data. Left unchecked, sending
all that data to local or remote sites will tax current technology and available resources, both manpower
and funding. As a result, tomorrow’s unmanned systems will need to utilize technical strategies which
can more efficiently deal with extremely large data sets. How to best deal with that amount of data and
the distribution of the needed information within that data to the right warfighters at the right time will
be a major challenge.

The DoD’s desire is to operate unmanned systems in theater or within the United States and its posses-
sions so that communication constraints do not adversely affect successful mission execution. As the
number of fielded systems grows, planners face challenges such as communication link security, radio
frequency spectrum availability, de-confliction of frequencies and bandwidth, network infrastructure,
and link ranges. The DoD needs communication technologies that overcome these limitations and that



are agile, robust, redundant, efficient, and affordable. Specifically, the DoD must significantly improve
communication transmission efficiencies; attain better bandwidth efficiencies; increase transmitter
and receiver efficiencies; and acquire communications systems that are of less size and weight, require
less power, and provide more efficient cooling to operate. Improved communication transmission tech-
nologies alone cannot achieve the necessary capacity, however. The DoD must also pursue a fundamen-
tal shift to a future state where the collected data is preprocessed to determine the critical data that must
be rapidly passed on to the warfighters, with the rest stored for later retrieval as may be needed.

To support the DoD’s goals, communication systems need to support multiple frequency bands, limited
bandwidth, variable modulation schemes, error correction, data fusion, encryption, and compression.
These strategies also need to mandate efficient use of the spectrum, reduce frequency use overhead,
allow for data security and ensure improved clarity of the available frequency spectrum. All this support,
of course, needs to be done so that no electromagnetic interference (EMI) is caused within those sys-
tems or within other nearby spectrum-dependent systems (SDS).

3.3.2  Communications Technology Challenges
There are numerous challenges to meeting these goals. First, operating a higher density of unmanned
systems within relatively small areas creates increased local data rate demands. Second, size, weight,
power, and cooling are limiting factors on many platforms, for both onboard systems and ground / sur-
face control systems. Third, the fidelity of the communication links must be ensured. Fourth, latency
associated with digital systems must be reduced, especially for takeoff and landing of large UAS. These
challenges will be exacerbated by an ex-
pected decrease in available spectrum avail-
able due to an increase in the civil uses of
spectrum. The challenges in attaining this
goal include developing, procuring, testing,
and fielding communication systems that
can operate with greater effectiveness, effi-
ciency, and flexibility even in congested and
adversarial environments.

The ability to update and reconfigure parts of
a communication system by software changes has been available for several years. Such communication
systems need to conform to a standards-based architecture (e.g., service-orientated architecture) that
supports multiple networks to enable rapid and transparent configuration changes without removing
the radios from operation. Such multiple-input, multiple-output (MIMO), multi-carrier, and multi-wave-
form capabilities, along with the software control of these functions, are needed within future subsystem
developments. Ultimately, it is desired that these reconfiguration changes be done “automatically” so the
systems adapt dynamically in response to sensed changes in the operational environment. The need to
support operations in which there are intermittent wireless propagation links has become commonplace.
This support has resulted in increased use of advanced error control coding, MIMO configurations, vari-
ous path diversity techniques, integrated networking, and data diversity—all to provide improved end-
to-end quality of service. Future effectiveness of unmanned communication systems is contingent on
continued advancements in antennas, transmit/receive systems, underwater communications, spectrum
considerations, signal processing, network systems, and optical communications. 

“The DoD’s desire is to operate 

unmanned systems so that communica-

tion constraints do not adversely affect

successful mission execution.”
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3.4  Propulsion & Power

3.4.1  Need for Better Propulsion & Power Technology
The dramatic increase in the development and deployment of unmanned systems across the entire spec-
trum of air, ground, and maritime missions has led to a concurrent increase in the demand for efficient,
powerful, often portable, and logistically supportable solutions for unmanned system propulsion and
power plant requirements. As these systems continue to demonstrate their value, operators want them
to function longer without refueling and to do more tasks, demands that tax the internal power sources.
For the purpose of this section, propulsion and power consist of the prime power to provide thrust and
electrical power conversion, management, and distribution necessary for the operation of the electri-
cally driven subsystems required to perform an unmanned vehicle’s mission. Regardless of energy
source, total vehicle design, from materials used to autonomous response to the physical environment,
needs to be considered up front to maximize endurance.

A wide array of propulsion systems is used in unmanned systems, including combustion engines pow-
ered by heavy fuel or gasoline, jet engines, electric systems, fuel cells, solar power, and hybrid power sys-
tems. These propulsion systems can be divided into three groups according to vehicle size and mission:
turbine engines, internal combustion, and electrical. The thresholds are not simple or clean cut, but are
highly dependent on mission goals. Some of the parameters taken into consideration to determine the
optimum propulsion system include size, weight, airflow, range, efficiency, and speed. Similarly, nu-
merous power systems are in use, including batteries, engine-driven generators, solar power and hybrid
systems. The T&E of propulsion and power is critical as we consider a world of declining energy reserves
and the strategic initiatives in alternative energy being made by the DoD. Endurance is perhaps one of
the most compelling aspects of unmanned systems. While power and propulsion systems are much im-
proved over comparable manned systems, the search continues for even more efficient systems to pro-
vide greater endurance, speed and range.

3.4.2  Propulsion
These challenges are currently being addressed for UAS applications under the highly efficient embed-
ded turbine engine (HEETE) and efficient small-scale propulsion (ESSP) products. HEETE will demon-
strate engine technologies that enable fuel-efficient, subsonic propulsion that supports future extreme
endurance and range requirements with embedded engines incorporating complex inlets and exhausts.
HEETE has two challenges: packing a high-bypass engine internally and delivering large amounts of
electrical power regardless of throttle or flight condition. ESSP will cover a full spectrum of technolo-
gies for propulsion systems for vehicles ranging from 100 to 2500 lbs. These products promise game-
changing system capabilities. The S&T challenge to meet the ESSP goals is the simultaneous
combination of high power density with high efficiency (low specific fuel consumption) in a design
space not typically addressed by either gas turbine or piston engine systems. For smaller platform ap-
plications, fuel cells offer an attractive alternative for internal combustion engines as field power gen-
erators, ground vehicle and aircraft auxiliary power units (APUs), and primary power units for small
UAS. Because these systems do not generate power via combustion processes, they offer significantly
lower SFC rates relative to advanced heavy fuel engines or diesel power generators. Solid oxide fuel cell
(SOFC) systems represent a compelling power system option due to their high efficiencies, fuel flexibil-
ity, and low audible signature. 
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3.4.3  Power
Power sources are critical enablers for all of the desired unmanned systems capabilities. Improved
power sources will have to be compact, lightweight, and reliable; provide enough power for the desired
mission; and satisfy a full range of environmental and safety requirements. Design of power sources
must be optimized for specific platforms and use profiles. Depending on the platform and mission re-
quirements, applicable technologies may include energy harvesting (e.g., photovoltaic), electrical energy
storage devices, fuel cells, and generators. It may be attractive to hybridize two or more of these tech-
nologies depending on the expected use profile. To implement these hybrid systems, the development of
the proper control schemes must also be conducted. Recently, there has been a great deal of effort in-
vested to improve the power density of power generation systems with very good progress, but work is
still needed to improve other power systems’ critical metrics. Some of these needed metrics and im-
provements are life, reliability, efficiency, optimized performance over varying engine speed, wide tem-
perature range, production variability, control strategy, and parameters that capture the fact that
unmanned subsystems typically do not have the redundancy of manned systems. Early scrutiny of the
vehicle design will lead to improved power management. Power-sharing architectures allow for tailoring
the source of power generation to minimize the cost in fuel burn. Some of the key technologies needed
to implement a power-sharing architecture are reliable power management control logics, high-power
high-speed solid-state power controllers (SSPCs), a modulating generator control unit (GCU), and high-
capacity electrical accumulator units (EAUs).

3.4.4  Batteries 
Concerning battery chemistries and fuel cells, in the near term (up to 5 years), incremental power and
energy performance improvements will continue to be made in the area of rechargeable lithium ion bat-
teries. Lithium ion batteries will see broader military and commercial application, and significant cost
reductions will be made as the manufacturing base matures. Near-term availability of small, JP-8 fuel-
compatible engines is expected. There is mid-term (5 to 15 years) potential for significant incremental
performance advances through the discovery and development of alternative lithium ion chemistries.
Mid-term development of fuel cells with moderate power levels will begin to be introduced based on
low-weight hydrocarbon fuels (e.g., propane). The technical feasibility of heavy hydrocarbon-fueled (e.g.,
JP-8) fuel cell systems will be proven at the kilowatt class. In the long term (beyond 15 years), there is the
potential for revolutionary improvements through the discovery and development of completely new
battery chemistries and designs. 

3.5  Manned-Unmanned (MUM) Teaming
MUM teaming refers to the relationship established between manned and unmanned systems executing
a common mission as an integrated team. More specifically, MUM teaming is the overarching term used
to describe platform interoperability and shared asset control to achieve a common operational mission
objective. This term also includes concepts of “loyal wingman” for air combat missions and segments of
missions such as MUM air refueling. This capability is especially vital for missions such as target cueing
and hand off between manned and unmanned systems, where the operators not only require direct
voice communications between the participants, but also a high degree of geospatial fidelity to accu-
rately depict each team member’s location with regard to the object being monitored. 
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Other examples of MUM teaming include:

Manned helicopter with one or more supporting UAS•

Manned ground systems controlling multiple UAS•

Manned air systems controlling (or supporting) multiple UAS and UGVs•

Manned surface system control varying combination of USVs and UUVs•

Air deployment of multiple USVs and UUVs •

U.S. military forces have demonstrated early progress in integrating unmanned systems within the ex-
isting manned force structure, but much needs to be done in terms of concepts, organization, training,
and integration to achieve the full potential offered by unmanned technology. Practical applications of
MUM teaming continue to evolve as confidence in unmanned vehicle reliability and functionality ma-
tures. Employment concepts are limited by data links, vehicle control interfaces, and level of autonomy.
Improving MUM teaming is both a technology challenge (such as connecting the systems) and a policy
challenge (such as establishing the rules of engagement for synchronously operating semi-autonomous
unmanned and manned systems).

3.5.1  Unmanned Aircraft Systems 
The initial combat operations in Afghanistan and Iraq validated the urgent need to integrate UAS capa-
bilities with manned aircraft, specifically the attack platforms. Commanders recognized that they could
dramatically reduce sensor-to-shooter times and improve situational awareness of helicopter pilots,
while drastically reducing collateral damage and the potential for fratricide. MUM teaming has been

successfully demonstrated in combat operations to
provide enduring surveillance of hostile activities
in real/near-real time, to provide critical tactical
data used to plan and support combat operations,
to accurately geo-locate potential targets, to laser
designate targets, and to provide battle damage as-
sessment. Under the command of a centralized
source, armed UAS, in particular, have the ability to
provide force protection through early warning, in-
vestigate areas of interest, and engage targets di-
rectly or cooperatively (either as a designator, and
laser locator, or weapons platform) with other air
and ground systems. 

Some aspects of this has been demonstrated suc-
cessfully in combat operations with attack helicop-
ter crews. The attack helicopter crew is able to see

on their cockpit display UAS sensor outputs that give them overhead views to the target and surround-
ing area. This capability greatly enhances the attack helicopter crew’s ability to identify, classify, and ver-
ify target locations to reduce the risk of fratricide. Current MUM teaming applications are limited due
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to the fact the control interface currently requires a dedicated crew member to fly the UAS while another
crew member flies the manned aircraft. However, some automated MUM mission segments are being
developed. For example, the Navy and USAF have developed and demonstrated technology for MUM air
refueling and have simulated cooperative MUM air combat missions.

3.5.2  Unmanned Ground Vehicles 
MUM teaming has steadily increased as technology has improved and users have found new and inno-
vative methods to exploit this enhanced mission capability. Current missions include reconnaissance,
surveillance, and target acquisition (RSTA); transport; countermining; explosive ordnance disposal; and
the use of armed unmanned tactical wheeled vehicles for checkpoint security inspections. The integra-
tion of one-system remote video terminal (OSRVT) technology and distributed UGV control into ground
combat vehicles is leading to the adaptation of TTPs because all parties now receive the same picture at
the same time, regardless of their location. 

These developments have also been the catalyst for the creation of the common robotic controller, a joint
project between the Army and USMC to develop a universal, wearable controller to operate a wide vari-
ety of unmanned systems, including UGVs, UA, and unattended ground sensors. This effort is currently
aimed at smaller platforms, but could be
transitioned to include limited control (i.e.,
payload only) for larger platforms as the
technology matures.

3.5.3  Unmanned Maritime Systems 
MUM teaming is critical for the maritime en-
vironment. This is especially true for the un-
dersea domain where physics prevent man
from safely performing tasks to the same fi-
delity. There are many different aspects of MUM teaming for unmanned systems that have been ex-
plored and implemented in various degrees: long-endurance undersea gliders that send data ashore
and receive human-initiated mission updates in near-real time; UUVs that enable efficient port security,
harbor defense, and mine clearance operations through change detection and autonomous investiga-
tion of mine-like objects; and UUVs that extend the footprint of manned hydrographic and bathymetric
survey platforms to gather higher volumes of data while enabling people to focus on the tasks that re-
quire human oversight. An enduring and integrated net of undersea sensors partnered with USVs or
UAVs for communication and controlled from a common command center will revolutionize how un-
dersea missions are conducted by bringing transparency to an otherwise opaque battlespace. All mar-
itime missions will benefit from reduced timelines and improved accuracy of information from which
the combat commander can make engagement decisions.

3.5.4  MUM Technology Challenges 
Several challenges persist that will continue to affect the amount of time it takes this technology to tran-
sition from the invention and adaptation phase to the acceptance phase. Technical challenges range
from near-term issues, such as the limited ability to integrate and deconflict various radio frequencies
across a secure communications network, to longer-term issues, such as the ability of one person to su-

“All maritime missions will benefit

from reduced timelines and improved

accuracy of information.”
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pervise one or more UAS and UGVs while simultaneously flying his or her primary aircraft. This ability
requires a high degree of hardware and software interoperability, scalable autonomy, human system in-
terfaces (HSIs), new collaborative control algorithms, decision aids, and network mission tools. The
platforms must do significant levels of onboard processing to not only reduce bandwidth required, but
also collaborate with other unmanned vehicles with minimal operator input. Other technical challenges
result from the size, weight, and power limitations of the various platforms and the desire for increased
performance and capability based on the subsystems they are asked to carry. The ability to communicate
from a highly maneuverable aircraft to a highly maneuverable future UAS will require significant ad-
vances in autonomy and HSI. This advancement can be compounded if LPI communication is needed
for missions such as EA, SEAD, or control of long-dwell, insect-size vehicles collecting information in-
side buildings.
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